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Generalized Image Navigation & Registration Method
Based on Kalman Filter
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A Generalized Image Navigation and Registration (INR) method using Kalman Filter (KF) is presented. The
fundamental method is landmark-based, ‘self-contained’” INR system that estimates orbit or refines the coarse orbit received
from the Flight Dynamics System (FDS). Kalman Filter measurement inputs consist of landmarks taken by the imaging
instrument, maneuver delta v or orbit from FDS, and attitude from spacecraft telemetry inserted in the imager wideband
data. The KF state vector (SV) consists of spacecraft attitude correction angles, constant attitude correction angles biases,
spacecraft orbit position and velocity relative to ideal orbit, imager internal misalignments, and constant misalignment biases.
The fundamental method is then shown how it can be adapted to systems using star and landmark measurements, systems
using star only measurements with orbit provided by FDS or by the Global Positioning System (GPS), and systems using
spacecraft attitude rate inserted in wideband telemetry.
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Nomenclature
Rso : ideal geosynchronous radius = 1. Introduction
42164000 meters
Reo : equatorial radius = 6378136.6 meters The term image navigation and registration and the INR
f : earth flattening=1/298.25642 acronym were coined by Kamel' and patented in US
W, : sidereal earth rotation rate = Patents # 4,688,091, 4,688,092, and 4,746,976 to represent
7-2921 159]?‘05 rad/ sec a system that determines image pixel location and register
Aso +ideal satelhtf.: longitude it to fixed grid frame (called FGF in GOES and GEOS in
h : la'ndmark altitude COMS and in this paper). This INR invention became the
S,C Sm,‘Cos o . foundation for subsequent GOES and similar systems
R,L, A : radius, geocentric latitude, longitude worldwide?>. The INR system requirements have been
$,8,¢  :roll, pitch, yaw tightened as spacecraft and ground systems hardware has
LOS  :line of sight been improved®”.
LRF  : LOS reference frame The image navigation part of INR relates to
IIRF  :imager internal reference frame determining LOS absolute pointing. Section 2 defines the
ACF  : attitude control frame INR and KF state vectors needed for this process. Section
ORF  : orbit reference frame 3 desqibes new INR method (patent applications are being
GEOS  : fixed grid frame filed in RQK and 1n.US) bgsed on landmark measurfaments
ECLF - earth centered local frame to. de.:termme o.rblt, attitude correction, -and imager
misalignments with maneuvers delta V provided by FDS.
EW.NS  : East-West, North-South Also, orbit refinement can be made if FDS provides orbit
Lii, Oij  : ixi identity matrix, ixj null matrix with coarse accuracy instead of delta V. Section 4 shows
Subscripts the simulation results of this fundamental system. Section
0,s,e :initial, satellite, earth 5 shows how the new method can be adapted to be used
T : landmark point on earth for other INR system measurements implemented
ma - misalignment nowaday; to improve INR performance.
i ) L. The image registration part of INR relates to
m - number of imager internal misalignment maintaining LOS stability. The objective of image
att  : spacecraft attitude from telemetry registration is to provide the users with images with
corr  : thermoelastic/attitude correction angles pixels that have the same fixed earth location regardless

of time. Section 6 provides an algorithm for transferring
pixels from LOS frame to GEOS frame needed for pixel
data resampling in GEOS fixed grid frame.



2. INR and KF SV Definitions

2.1 INR SV definition

The INR SV is required for transformation from LRF
to GEOS for section 3.1.2. This is given by:
SVinr = [SVima SVeorr SVate SVorpl” (1)
SVina is based on IIRF misalignment relative to LRF.
SVeorrs SVarwe and SV, 4, are based on:
(Pcorr Ocorr Weorr) = ACF attitude relative to IIRF.
(bate Oare, Ware) = OREF attitude relative to ACF.
(borbs Oorby Worb ) = GEOS attitude relative to ORF.

For single mirror imagers, such as in GOES I-P, COMS,
MTSAT2, SV,,, is given by:

SVima = [q)ma ema]T

= SVma\,model +Xma (21)
T
SVma,model = [¢ma,model ema,model] (22)
SVcorr = [(bcorr 9corr lljcorr]T
= Svcorr,model + Xcorr (31)

T
SVcorr,model = [(bcorr,model 9corr.model chorr,model] (32)

The thermoelastic (also called thermal distortion)
misalignment and correction models are computed in
section 3.4 and (Xpa » Xcorr) are defined in section 2.2
and determined by KF.

SVate= [Date Oare lbatt]T from telemetry 4)
SV, = [Rg AXg L |7 (5.1
Ry = Ry (1+ ARi) M = A — Ag, (5.2)
SVorr is given by:

SVorr = [Porb Borb Worb 1 (6.1)

For Spacecraft x axis parallel to earth equator (e.g.,
COMS) and using 3-1-2 type rotation:
SVorr = [Ls AAg O] (6.2)

For Spacecraft x axis parallel to orbit plane (e.g., GOES
I-M) and using 3-1-2 type rotation:

. T
SVorr = [Ls AAs Lg/we] (6.3)

(?{—]::, A, Lg, Lg/ we) = Kamel parameters'®!! originally
used for GOES I-M to represent actual orbit deviation
from ideal orbit that is produced by a spherical earth and
no luni-solar perturbations. In this paper, it is called ideal
orbit refinement and it is determined by KF.

If FDS provides maneuver delta V:

ORs _ 8Rs : :

T~ Reo’ AAg = 8A4, Ly = 8L, Ly = 8L (7.1)
(SR%, 82, 8L, 8L) = Ideal orbit refinement by KF.

If FDS provides orbit instead of maneuver delta V:

Bx =[RS 4 255 AN = Adgps + B,

Rso Rso Rso. . h
LS = LFDS + SLS, LS = LFDS + SLS (7.2)
SR

(==, 8, 8Ly, 8L) = FDS orbit refinement by KF.

Rso

2.2 KF SV definition
SVkr = x is needed to determine SVjyg of section 2.1.
This is defined as follows:

X = [Xgorr ).(gorr XZrb ).(Zrb Xga ).(Ela]T (81)
Xcorr— [Sd)corr Secorr all—lcorr]T (8.2)
Xcorr = [b¢corr becorr b‘l’corr]T: constant (83)
Xorb = [pes BAs B ]T (8.4)
3 T
Koy = [T 8 6Ly (8.5)
Xma = [6Gma 80mal” (8.6)
Xma = [bd)ma bema]T: constant (8.7)

At KF start, X = 01242m.

2.3 SV time series
SVing time series (also called lookup tables) are

generated at points spaced by At; for image registration
of section 6. This requires interpolation between SVigg
time series points determined by landmarks (or star
measurements), time series points based on attitude
telemetry (e.g., at one second interval) and FDS
orbit, SViya model» and SVeorrmoder time series (e.g., at
one minute intervals). The SVgp time series between
measurements can be obtained as follows:

X(ti) :A(Ati) X(to), Ati=t; —to, thS =5ty (91)
Acorr(Ati) 06)(6 06x2m

A(At) = [ Oexse  Aorb(At)  Ogyom 9.2)
02mx6 Ome()A Ama(Ati)
I I t;
Acorr(At) = [ 3333 3’1‘;3 ] 9.3)

Ay (At;) is obtained from the well-known Euler-Hill
equations'?

A, A

Agr (At =[ - 12] 9.4

b( ) A21 A22 ( )
[((4—3C) 0 0

Ap=]6(S—vy) 1 o] 9.5)
L 0 0 C

w;t'S 2w;'(1-0) 0
Ay, = |—2077(1-C)  w;'(4S-3y) 0[(9.6)

| 0 0 wzls
'3 WS 0 0
Ay =| 6we(C— 1) 0 0 ] 9.7)
0 0 — weS
C 28 0
Ay, =|-258 4c-3) 0 (9.8)
0 0 C

1 —

1
C= Cosy, S= Siny, Y= wAt;, wg" =—.
we

For small At;, C=1 and S=y = wAt;,

I L350t
Aoy (At;) = 3’;13 3’1‘;3 ‘] (9.9)



Note that Euler-Hill equations used to model orbit and the
contents in section 3.4 used to model thermoelastic
angles lead to significant reduction of the number of
landmarks processed by KF compared to using simple
linear models that are only valid for short time.

Ama(Aty) = [T ImxmAti] (9.10)

Ome Ime

m = number of imager internal misalignments.

For single mirror imager used for GOES I-P, COMS,
MTSAT?2 and in this paper, m=2. For two mirror imagers,
the number of misalignments depend on the
thermoelastic effect on pointing. The leading term was
called Orthogonality ( O,,) by Kamel because it
represents the deviation of the scanning axes from being
perpendicular. Note that if only O,,, has significant

effect on pointing [11] the number of misalignments m=1.

3. Image Navigation Using KF

Fig. 1 shows KF flow for the fundamental INR method.
KF uses one landmark at a time to determine best (a-
posteriori) state vector and covariance matrix estimate
(x§,P"). KF is then re-initialized to make propagation
always between to and t; and estimation at t;.

L(t,x3Py) Lt,xyPy)
(to x5 P 2.(ty, %1, Py) 2.(ty,x1,P;)
0,70, 0 3. Re-initialize (to,x{,Pg) 3. Re-initialize (to,x§, Pg)

| A(ay A(AY
Landmark 1 Landmark 2,3, ...

Fig. 1. Fundamental INR Method Kalman Filter
The 3-step process is as follows:

1. A-priori state vector and covariance matrix (x7,P;)
are obtained from (xg, P;") using the transition matrix
A(At), At = t; — ty and error matrix Q(At) obtained
from system model. This first step is called SV and
covariance matrix P propagation between two
successive landmarks.

X7 = A(At) x¢ (10.1)
P = A(At) P A(AY)T + Q(At) (10.2)

2. (x§,P) is obtained from (x7, P;) and measurement
model (Z, H,R). This second step is called SV and
covariance matrix P estimation at t;. Kalman
assumed the relationship between x{and x; is given
by a form like least squares and determined
associated Kalman gain matrix K and covariance

matrix P:
xj =x7 —KAZ, AZ=7-7 (11.1)
K= P HT(HP,HT + R) (11.2)

P = (1— KH) P (I— KH)" + KRKT (11.3)

The residual AZ is computed as follows:
e Compute SVjyg from x; using sections 2.1 and 2.2.
e Compute landmark residuals using section 3.1.
e If landmark is rejected because residual is outside
predetermined limit:
» Re-initialize KF:
(to, Xg, Po") = (t1, %7, P") = (ty, X7, P).
» Skip estimation and go to next landmark.
e If landmark is accepted, compute x; using Eq.
(11.1).
Note that (Ax ., AXY .y, AXt,) =
(X:orr' X;er X:r—xa) - (Xc_orrl X(;rbr Xl:la)Obtained
from Eq. (11.1) can cause jumps in level 1B images
at t;. This can be avoided by replacing
(XForm Xevr Xima) [also obtained from Eq. (11.1) and
given by Egs. (8.3), (8.5) and (8.7)] with
().(:orw ).(;rb' ).(:r—la) + (Axé—orr' Axgrb' AX:{,a)/St,
where, 6t = delta time to next landmark or next KF
point. After this slope adjustment, set

(Xg—orr' X(J)rrb' X;\a) = (Xcorr» Xorbs Xma) at ti.

3. The third step is to re-initialize KF by setting
(to, X&, ) = (t1, xT, P") to start the next cycle
from to to t; and compute SVjyg from X7 using
section 2. This is needed for section 6.

3.1 KF landmark residual computation

The landmark residuals AZ=Z—Z are computed from the
next two subsections.

3.1.1 Actual landmark measurement Z
In view of Fig. 2, we get:

Rro =T —Rg, (12.1)

Using vector components in GEOS coordinates, we get:

CrrSaar 0
ﬁTo = (Re + h) _SLT —Rs| 0 ]
—CrCang -1
CNgeosSEaros
=Ry ~SRzos (12.2)
CNGEOS(:ElGEOS
Re = Reo(1+aSE.) 2 = Reo(1—fS2) (12.3)
Mr=Ar—Ayp,a = (1—-H2—1=2f (12.4)

This leads to:
RTOZ\/Rgo + (Re + h)2 - ZRSO(RE + h)CLTCA}\T

= _ (Re+h)CLpSan

EGEOS = AI'C tan [—Rso—(Re-f-h)CLTCA;Lle (131)

— e+h)S

Neogs = Arc sin [&] (13.2)
To

- [E

7= _GEOS] (13.3)

NGOES
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Fig. 2. ECLF to GEOS Geometry

3.1.2 Estimated landmark measurement Z

Transformation of landmark (E;gg, Nprp) coordinates
to (Egros, Ngeos) coordinates is obtained in the next 4
subsections:

3.1.2.1 Upgr and Rygp computation

For single mirror instruments
Eiirr = ELrr — (@maSnppr T+ OmaCnpgr ) (14.1)
Nirr = Nigr — (d)maCNLRF - emaSNLRF)/CELRF (14.2)
(ELrp, NLgrp) = determined landmark (EW, NS) angles.

To get (Eigp, Nigp) from (Egrp, Nygp) for inverse
transformation, two iterations of Egs. (14.1) and (14.2)
may be needed starting with (E; g, Nurr)=(Erire, Nirp)-

The unit vector Uprp components in IIRF coordinates
is obtained by a rotation Ny;zr about X-axis followed by
a rotation Ejjgrabout the new Y-axis. This leads to:

_ SEIIRF
Unrr = _CEIIRF SNIIRF (14.3)

CEHRF CNIIRF

The unit vector Rjjrr components in GEOS is given by:
Rior = CGEOS
IIRF IIRF VIIRF

- - ~ T
= [RGEOS,X RGEOS,y RGEOS,Z] (14.4)
Note that for inverse transformation, use:

iy _ ClIRF 3§ IIRF _~GEOS

Unrr = CrosRires Céros=[Ciirp 1" (14.5)

3.1.2.2 [IIRF to GEOS transformation matrix
computation

Transformation from IIRF to GEOS is 3-1-2 type
rotation and can be obtained from Appendix E, Table E-

1, Ref. 13) by replacing (¢, 6, {) with (Y¢, dc, 0¢):

(CGEOS
1IRF
CoCy — SeSeSy  CoSy + So SoCy  — SoCo
= —SyCo CyCo S¢
SoCy +CoSpSy  SeSy—CoSeCy  CoCo |
1 Y — 6¢
=y 1 bc (15.1)
e = 1

In view of Egs. (3), (4), and (6) we get:

dc
SVe = |0¢| = SVacr + SVeorr (15.2)
Ve
SVack = SVorr + SVaie (15.3)
¢ Peorr
SVACF = [e ’ SVcorr = [ecorr] (154)
llJ ll*'corr
q)orb ¢att
SVorr = [Borb [, SVare = [eatt] (15.5)
lIjorb lIjatt

3.1.2.3 Rurr computation
In view of Fig. 3 and Eq. (14.4), we get:

T =Rs + Rypr (16.1)
CrpSang CroSans |
(Re+h)| —Su. [=Rg| —Si
—CrCang —CryCans )
Rgrosx
+Ryrr |Rarosy (16.2)
Rgposz)
Rirr can be obtained from Eq. (16.1) as follows:
ﬁ' = |ﬁs+ ﬁHRF| (17.1)
(Re + h)* = Rfigp + R& — 2RyppRCy (17.2)
Cq, = —dot product of unit vectors R and Rygp

= _ﬁGEOS,xCLS Smg T ﬁGEOS,ySLS + IA{GEos,zCLS Cang
Solution of the quadratic Eq. (17.2) leads to:

Rirr = Rg/r . (17.3)
r:{cas N Cg‘s B szxso}
Cio = 1 — [(Re +h)/R4]? (17.4)

Note that r is the same as A(a) in Ref. 1) and r in Ref. 10)
and it is called earth curvature by Kamel because its value
is dependent on Earth curvature.

R is obtained from Eq. (12.3) with S, from the middle
row of Eq. (16.2):

Sty = Rs(Sy, — ~222) /(Ro+h) (17.5)

Note that because SET is multiplied by small number in
Eq. (12.3), one or two iterations using Egs. (12.3), (17.4)
and (17.5), starting with R,= R, in Egs. (17.4) and
(17.5), should be sufficient to get accurate values for R,
and .

Note also that if CZ_ < CZ_,/C2, — CZ_ in Eq. (17.4)
is imaginary indicating that the image pixel (E;gg, Nirp)
corresponds to a point outside earth and (Eggos, Ngeos)
transition from earth to space will be undefined. This can
be avoided if a fictitious earth with C, , = Cq, is used
in Eq. (17.4) for the space portion of the earth images.
In this case, Egs. (17.3) and (17.4) lead to :

1
r= a, R]IRF = Rscas (176)
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Fig. 3. Image Navigation Geometry

3.1.2.4 GEOS coordinates computation
In view of Fig. 3, we get:

EIIRFO = ﬁIIRF + Af{’s (18.1)
Ryrr from Egs. (14.4) and (17.3) or (17.6),

Afis = f{s - ﬁso = —RsSy, (18.2)
Rso - RSCLSCA}LS

(Egros, Ngeos) are obtained from Fig. 3 and Eqgs. (18.1)
and (18.2):

CNGEOSSEGEos ’RGEOSO,X = &
= +
~SNgeos = [Rgeosoy| = ﬁ (18.3)
CNgeos CEcros ﬁGEOSO,z
EGEOS = Arc tan [M:I (18.4)
RGEOS0,2
Ngogs = —Arc sin Rggosoy (18.5)
EGEOS]
Z= 18.6
NGOES ( )

Note that for star measurements, Z is obtained directly
from Eq. (14.4) and section 3.1.2.3 skipped because Aﬁs
is insignificant compared to ﬁ”RF in Eq. (18.3).

3.2 KF initial conditions

to = epoch time = UTC at start of KF.

xg = SVkr at epoch = 015,7m

P, = error covariance matrix at epoch
Pcorr,O 06x6 06x2m

={06xs Porbo  Oexem (19.1)
02mx6 02mx6 Pma,O
I 0
Pcorr,O = O-gorr,o 0::: 02;: ] (192)
Porbo = Oarbo [O:z 0:: (19.3)

I 0
l:)ma,O = 0_1?1r1a,0 Omxm Omxm (194)
mxm mxm

Ocorr,0 = Oorbito = Omao= 5.0E-05 for simulation.

3.3 KF detailed computation (for each data block)

After level 1A data block is searched for landmarks and
if no landmarks were found within the data block, go to
end of block of Eq. (21). If landmarks were found, the
determined landmarks (= LMr) are time tagged. KF
propagation process starts from (to, x¢, Py") of the last
event prior to the data block to the first (t;, X7, ;) within
the data block followed by (ty, X7, P;') estimation and re-
initialization as shown in Fig. 1. This process is repeated
for all determined landmarks as follows:

For k=1 to LMt do to ENDFOR

At =t, — t, (20)
t; = UTCq time at landmark number k.

Propagation: From step number 1 of section 3.
Estimation: From step number 2 of section 3.
Re-initialize KF: From step number 3 of section 3.
ENDFOR

At end of data block, do the following:

At=t, —t, 21
t;= UTCn¢= time at end of data block

Propagation: From step number 1 of section 3.
Re-initialize KF:

(to, X3, Po) = (ty, x{, PI") = (ty,x7, P)

Compute SViyg from x; using section 2. This is needed
for section 6.

If maneuver delta V is provided by FDS
At maneuver, do the following:

At = t; — tg, 1= UTCaneuver= maneuver time (22.1)
Propagation: From step number 1 of section 3.
Re-initialize KF:

x{ =xy +4x (22.2)

Pt =P + AP (22.3)
T

Bx = 0,y ERSr BEDSA Bk g, (22.4)

AP= diagonal terms 10 to 12 from delta v error analysis.

(to X5, Po) = (ty, x{, P) (22.5)

Compute SViyg from x{ using section 2. This is needed
for section 6.

If orbit is provided by FDS instead of delta V
At orbit determination, do the following:
At = t; — tg, ti= UTCop = orbit determination time

(23.1)
Propagation: From step number 1 of section 3.
Re-initialize KF:
x{ =x7 +8x (23.2)
P =P + &P (23.3)
AR T
8x =[O0 B2 B0 Bl Oparom)]  (234)

(SARS, 8A7LS, 8LS) = (RFDS! A)\FDS' LFDS)_ before OD
— (Rgps, Mgps, Leps) ™ after OD  (23.5)
6P= diagonal terms 7 to 9 from OD error analysis.



(to, X0, Po") = (ty, x{, P{") (23.6)
Compute SViyg from x{ using section 2. This is needed
for section 6.

Transition matrix A: From section 2.3.

Process noise covariance matrix Q:
From Egs. (13-83) and (13-89) of Ref. 13), we get:

Q(AD) = V, + VAt + ; [FV + VE,T]At?

+ § F,VF,TAt? (24.1)
Vcorr,O 06x6 O6x2m
Vo =|06xs Vorbo Osxam (24.2)

02mx6 02mx6 Vma,()

Vcorr 06X6 06x2m

V=06 Vorb Osxzm (24.3)
02mx6 02mx6 Vma

Where

2
Vo = O'g‘yI3X3 03x3 V Gvy I3)(3 03X3 (24 4)
y0 0 0 0 02,1 ‘

3x3 3x3 3x3 uy *3x3

y = corr, orb, or ma. For ma, 3 replaced by m.
0.= measurement white noise standard deviation, rad.
o,= random walk standard deviation, rad/sec'’?.
o0,= rate random walk standard deviation, rad/sec’?

Fcorr 06x6 06x2m
F. =

x = 06x6 Forb 06x2m (251)
02mx6 02mx6 Fma
Where,
F _ Osxs  Isxs ] (25.2)
corr O3x3 Osyxs ’
Forp from Euler-Hill equations:
F [ O3x3 L343 ] [ 033 lax3 ]
orb = 3 F21 Z(Derz 03x3 0343
Fy1 = [0 0 0 JFap = —1 0 0] (25.3)
0 0-1 0 00
[ Omxm IOme ] (25’4)
me mxm

This leads to the closed form noise covariance matrix:

Qcorr 06x6 06x2m
Q(At) = [Osxe Qorb  O6x2m (25.5)
02mx6 O2mx6 Qma
Qy =
24 0%y At + 202 At ) Iy~ 02, AL%
(Ge,y+0v,y t 3Gu,y 3x3 Zo-u,y 3x3
(25.6)

1
EGIZLYA'EZI3X3 0-121,y At I3x3

Where,
y = corr, orb, or ma. For ma, I5,5 is replaced by I;;ym-

Note that the first element of the above matrix is the same
as Eq. (7-143) in Ref 13).

The sigma values can be computed using Eq. (25.6),
SVmr error analysis and estimate of time between
measurements. For COMS simulation, this leads to:
(O-e,corr,o-e,orb,o-e,ma): (1 '942E'0770a0)~

(Oy,corr» Ov,orbs Oy,ma) = (4.8E-07, 0, 1.3E-09).

(Oucorr» Ouorbs Ouma) = (4.8E-10, 9.3E-13, 2.3E-11).

Landmark measurement noise covariance matrix R:

Ry = oflzxe
oy = measurement noise calculated from landmark
determination error analysis (= 0.1 pixel for simulation).

Landmark location sensitivity matrix H:

H is determined from (Z—i) x=o Where Z is the estimated
landmark location measurement from section 3.1.2 using
the linear representation of CHESS of Eq. (15.1). After

some laborious algebraic manipulation, we get:
H = 2x(12 + 2m) matrix given by:

0Z
H= (E)x:o = [Hcorr Hom Hma] (26.1)
Where,

_ [WwSe 1 TrCg lea]
Hcorr - CE 0 _ SE 01x3 (262)

For Spacecraft x axis parallel to earth equator (e.g.,
COMS):

_ 0 1 TxSg 01x3]
Hoo ==|0 0 ¢ 0,47
SE Cg
2E “E 0 0
F l Cn Cy 3 (26.3)
CeSe —SeSv CR O3

For Spacecraft x axis parallel to orbit plane (e.g., GOES
I-M):
Replace 8 3 ggSE 81):;] by
0 1 TxSg O TNCE/we]
0 0 Cg O1x2 — Sg /e
-1
Fe (cas - \/cazs 14 ((Re+h)/Rso)2> (26.4)
Ca, = Costs = CxCg (26.5)
TN = Tan NGEOS) SN = Sin NGEOSs CN = Cos NGEOS
Sg = Sin Eggos » Cg = CosEgros
(Egros » Ngeos) = landmark location from Eq. (13.4).
R, = earth radius at landmark location from Eq. (12.3).
h=landmark altitude.
For star measurements, r = 0 and H,, becomes
insensitive to orbit translational part (6R/Rg,, 6A, 8L).
Therefore, stars cannot be used to refine orbit and,
therefore, orbit refinement must be deleted from KF as
described in section 5.1.

For single mirror imaging systems:
Ho = Cii Cy 0 O

ma C,y Cpy 0 O

(26.6)



Sg - Cy SRCR
o i (26.7)

1-CxSg 1-CxSg

Hyha for two mirror imaging systems to be investigated

in the future.

_ Gy Ca1
Cll - =

)

Co = ,Cap =

3.4 Thermoelastic model time series

The thermoelastic SVipamoder aNd SViorrmoder time
series can be obtained from Egs.(2.1)and (3.1) as
follows:

1. Create daily time series at, e.g., one-minute
interval for, e.g., seven days using interpolation
of SVi,, and SV, dataattime t;,,i=1,2, ...,
1440 and n=1, 2...,7.

2. The Svma,model (ti,n) and Svcorr,model (ti,n) for the
next day (n=8) are obtained by averaging the last
seven days of SV, (t; ,) and SV o (t; ) data:

1 =
SVma,model (ti,s) =37 Zg=i SVina (ti,n) (27.1)

SVcorr,model (ti,S) = %Zgzi Svcorr (ti,n) (272)
Note that SVia model a0d SVeorr,moder are initially
determined by analysis or set to zero.
3. Repeat above process once a day using one-day
sliding window.

4. COMS Simulation Results

A hundred landmarks distributed over earth and COMS
imaging schedule were used in the simulation'*'>, The
true SViyr is calculated using eccentricity =0.0001,
inclination = 0.050, Svma‘mode] and Svcorr,model
amplitudes = 100 prad, with 24-hour period, and attitude
amplitude = 300 prad with 2.4-hour period. The
maneuver delta V times obtained from Ref. 16), Figure 8,
and magnitudes from Ref. 17), Tables 2. The estimated
SVinr are shown in Fig. 4 for seven days and is computed
using section 3.3 based on SVi,umodel and SVeorr model
errors =10 prad, FDS maneuver delta V errors from Ref.
17), Table 3 or FDS orbit determination error from Table
7. Fig. 5 shows SV errors 8SV=SVixg — SVinr. Fig. 6
shows residual errors computed using section 3.1. The
simulated landmarks are obtained using the true SViyg to
transfer (Eggos, Ngros) t0 (ELrp, NLrr) based on section
3.1.2 inverse transformation. The estimated (E_gp, Nprr)
are then obtained from actual (Ejgp, Nigp) by adding a
random normal distribution landmark determination error
with oy = 2.8E-06 radians for visible landmarks and
on= 11.2E-06 radians for IR landmarks. Simulation was
also successfully used to stress test the fundamental
method for cases using eccentricity = 0.001, inclination =
0.5°, SVmamodel and SViorrmoder amplitudes = 1000
prad with errors =100 prad and only IR landmarks.

Kaiman Filtar State Vactor (MicroRad)
T T

RollC
—— PitehC
YauC
DelRRso
Dellambda

phibla
thetaMa

Time{Sec)

Fig. 4. KF State Vector

300

S.V Ermor Calculation: Yest - Ytrue (MicroRad)

200~

100 H

100 -

RollC
PitchC.
Yawe
——— DelRRso
Dellambda
L

—— phiMa
thetaMa

300

1 2 3 1 5 6
Time(Sec) g

Fig. 5 SV Errors §SV=SV;xg—SVinr -

Landmark Measurement Residual: Ztrue - Zest

Micro Radian

Time(Sec) ot

Fig. 6. Landmarks Measurement Residuals




5. Adaptation to Other INR System Measurements

5.1 Systems based on star and landmark
measurements

For stars:

o  KF refinements (8Rg/Rs,, 8Ag, 8Lg) = (0,0,0)
and ( Xorp, Xorp) deleted from KF state vector.

e Rows and columns associated with Pypit o Aorbits
P, pit and Fp;¢ deleted from By, A, V, V;, and Fy.

e Hgpi: deleted from H.

In this case:

> one star per minute or 3 stars per 5 minutes are
sufficient to determine X o rand Xp,-

» Kalman SV dimension = 6+2m instead of 12+2m.

» KF detailed computation is like the fundamental
method with landmarks replaced by stars.

For landmarks:

e  Use KF for orbit refinements (8Rs/Rg,, 6Ag, 6L;)
using the above deleted items.
In this case:

»  Few landmarks (e.g.,10 well distributed landmarks
over earth) are sufficient to determine ( Xopp, Xorb)-

» Kalman SV dimension = 6 instead of 12+2m.

5.2 Systems based on star measurements and no
landmarks

e  KF same as in section 5.1 for stars. In this case, the
orbit must be provided by FDS or GPS.

5.3 Systems based on spacecraft inertial angular
rate telemetry

The (wgy, Wgy, Wg,) telemetry represent inertial angular
rate along ACF axes in the form of time series spaced at
At, (e.g., 0.01 seconds) inserted in the imager wideband
data. The rates SV, cp of Eq. (15.3) can be obtained from
(Wgy, Wgy, Wg;) using Fig. 3 with IIRF replaced by ACF.
Starting with 6 + w, about —Yggos axis followed by ¢
about the new —X axis followed by s about —Z ¢ axis
and using Eqgs. (14.5) and (15.1), we get:

Wgx 0 ClIJ _chq’
‘*’sy] = -} [0] -$ [Sq,] —(8+we)| CuCy | 28.1)

Wsz 1 0 S¢
This leads to:
d) Wsy Sy + W Cyy
SVacr = 6] = —| we + (0syCy — 05, Sy)/Co
ljJ Wsz — (O‘)SyClIJ - wsxsw)stb/cd)
(DSX + (")sy llj
= —|Wgy + We — WP (28.2)
Wgz — wsyq)

Note that Eq. (28.2) can also be obtained from Ref. 13),
Appendix E Table E-2 for 2-1-3 type rotation by
replacing (¢, §) with — (¢, ) and (w;, w}, wg) with
(Wgy, Wgy, Wy, ) on the right side of the equation and

replacing (¢, 6, 1]1) with —(0 + we, ¢, ) on the left side
of the equation.

Now, the SV time series spaced by At,, over At =

ty — to is computed as follows:

Let j = Integer(At/Atay), T; = to + 1 Aty

Fori=1,...,] plus final step from T; to t;

SVe(ti) = SVe(Ti-1) + SVe(Ti—1) Aty (28.3)

Where, SV¢(t;_;) computed from Egs. (15.2) and (3.2)

SVC(Ti—l) = SVACF(Ti—l) + Svcorr,model(ri—l)
+).(corr(‘[i—l) (284)

With SV, cr(ti_1) computed from Eq. (28.2) using (¢, )

from Eqgs. (15.2) and (3.2)

SVacr(Ti—1)=SVe(Ti—y) — SVCorr,model(Ti—l)
_Xcorr(ri—l) . (285)

SVeorr,model and its slope SVio moder  Obtained  from

section 3.4 and (Xcorr Xeorr ) determined by KF and
defined in Egs. (8.2) and (8.3).

At KF start (see sections 3.2 and 3.4):

SVKF = 012+2m and SVcorr,model = 03 (291)
In view of Egs. (15.2), (15.3), and (6.1) to (6.3)

SVc(to) = SVacr(to) = SVorr(to) + SVare(to)  (29.2)

SVt (to) from telemetry or = 0. (29.3)
SVc(to) = SVacr(to) from Eq. (28.2). (29.4)
At KF re-initialization (see Fig. 1):

SV (to) = SV¢(t;) from Eq. (28.3) (29.5)
SVc(to) = SVe(ty) from Eq. (28.4) (29.6)
SVacr(to) = SVacr(t;) from Eq. (28.5) (29.7)
SVacr(to) = SVacr(t;) from Eq. (28.2) (29.8)

Note that SVacr of Eq. (28.4) is corrected by Xcopr
determined by KF to compensate for gyro drift and ACF
to IIRF thermoelastic attitude change.

6. Image Registration Using Resampling

Image registration requires two steps. The first step is to
transfer level 1A (column, line) pixel indices (c, ¥) to
(c',2) = (¢, ¥) + (Ac,A?) ., in the GEOS fixed frame.
The second step is to resample (c’, £") pixels to generate
level 1B data block (see, e.g., Ref. 18). The first step can
be performed using section 3.1.2 algorithm to determine
(Ac,Af)., from  (AE,AN)., = (Egros, Neros)es —
(ELrp NLRp) ¢ divided by pixel size. Index £ and Njrp
are fixed over pixel line and index c and E; jf are fixed
over pixel column. The SVjyg time series needed for (c,
£)to (c’, ") transformation is obtained from section 2.3.
The processing time of this transformation is
significantly reduced by computing (AC,AL)., for a
subset of pixels (C, L) uniformly distributed over the
level 1A (c, £) array. The (Ac,Af)., for the remaining
pixels are then computed by EW and NS linear
interpolation between the (AC,AL). ; subset. Note that
the number of (C, L) pixel subset is obtained by analysis
of SViygr and attitude jitter effects on registration error.



Note also that level 1A block should be slightly larger
than level 1B block to account for the shift caused by
orbit, attitude, and misalignment variation over time.

7. Conclusion

INR and KF state vectors suitable for the new INR
method were defined. The fundamental method is based
on landmark measurements to determine orbit, attitude
correction angles, and imager misalignments with
maneuvers delta V (or orbit with coarse accuracy)
provided by FDS. The method was proven by simulation.
Adaptation of this method to other INR systems and an
algorithm for transferring pixels from LOS to GEOS
frame needed for pixel data resampling are presented.
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