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Abstract 

This paper presents an online information estimation method and designs optimal control laws 
for orbital pursuit-evasion games with incomplete information. Pursuit-evasion of two 
spacecraft in the Hill reference frame is considered, in which each player only has knowledge 
on its own cost function and control gains in the game. From the perspective of the pursuer, an 
augmented game state estimation problem is formulated to estimate the evader’s cost function 
and control gains and is performed using an Unscented Kalman Filter (UKF). Furthermore, the 
optimal control law of the pursuer is designed based on the estimated game information. 
Numerical simulation results show that the proposed online information estimation method 
and control law design can overcome the performance loss of the pursuer due to incomplete 
information in orbital pursuit-evasion. 
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Introduction 

The orbital pursuit-evasion problem of two spacecraft is typically modelled as a two-player 
zero-sum differential game [1]. The two players have contradictory objectives and are called 
the pursuer and evader respectively. Existing researches on orbital pursuit-evasion generally 
assume the game has complete information [2], i.e. each player has full knowledge of the 
control gains of the other player. Under the assumption, finding optimal strategies of both 
players in the game results in solving a two-sided optimization problem [3], which can be 
solved by bi-level programming [4], numerical shooting [5], semi-direct collocation [6] and 
the Newton’s iteration [7], etc.  However, the assumption fails in more realistic pursuit-
evasion scenarios where the players have no or partial knowledge of their opponents’ 
strategies. [8] proposed to apply behaviour learning [9] to directly estimate the control input of 
the evader from the perspective of the pursuer and designed a control policy based on the 
estimated information. However, only a one-dimensional scenario was considered in the 
method.  

The main contribution of this paper is an online game information estimation method in the 
context of three-dimensional orbital pursuit-evasion, which can overcome the performance 
loss due to incomplete information. More precisely, pursuit-evasion of two spacecraft/players 
is considered in the Hill reference frame. Each player has a cost function to be minimized 
regarding to its control inputs and distance to the other player with corresponding weighting 
matrices, which are not known by the other player. Thus, the orbital pursuit-evasion game has 
incomplete information. To find the optimal control strategy in this case, an online game 
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information estimation method is proposed. From the perspective of the pursuer, by assuming 
an initial guess of the game information (weighting matrices of the evader), it computes the 
control law of itself and the evader, thus obtaining a predicted state of the game. With the 
game processing, the pursuer measures a new game state and updates its guess of the 
information. The estimation process is performed online using an Unscented Kalman Filter 
(UKF). 

Incomplete-Information Orbital Pursuit-Evasion 

Pursuit-Evasion with Complete Information 

Orbital pursuit-evasion in the Hill reference frame is considered, as illustrated in Fig. 1. Let 
, , , , ,( )T

i i i i i i iy z x y zx=X     ( ,i P E= ) be the state of the pursuer/evader in the Hill reference 
frame, then the motions of the two spacecraft are given by the CW equations [10] 
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where 3/ raω µ= , µ  is the gravitational parameter, ra  is the radius of the reference orbit, 

, , ,( , , )i x i y i
T

i za a a=U  is the control vector (acceleration) of the pursuer/evader. Eqn (1) can be 
written in the state space form 

i i i= +X AX BU (2) 
where A  and B  are coefficient matrices [10]. Let ( , , , , , )E

T
P x y z x y z= − =X X X     be the 

state of the game, i.e. relative state of the purser and evader, then we have 
E P= + −X AX BU BU (3) 

Reference 
Orbit

The Evader

The Pursuer

Fig. 1:  Orbital pursuit-evasion in the Hill reference frame 

The cost function of the pursuer to be minimized is  

( )
0

( ) ( ) ( ) ( ) ( ) ( )T T T
P P P P E E EJ t t t t t t dt

∞

= + −∫ X QX U R U U R U (4) 

and the cost function of the evader is its opposite 
E PJ J= − (5) 

where Q  is a positive semi-definite symmetric matrix, iR  ( ,i P E= ) are positive definite 
symmetric matrices. 

The optimal feedback control laws of the pursuer/evader are [11] 
* ( ) ( )P Pt t= −U K X  (6) 
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* ( ) ( )E Et t= −U K X (7) 
where the control gain matrices are 

1 T
P P

−= −K R B P (8) 
1 T

E E
−= −K R B P (9) 

and P  is the solution of the following algebra matrix Riccati equation 
1 1 0T T T

P E
− −+ − + + =A P PA PBR B P PBR B P Q (10) 

Pursuit-Evasion with Incomplete Information 

In the complete-information game, both players have knowledge on that they are in a zero-sum 
game and know each other’s cost function, i.e. the weighting matrices Q , PR  and ER . Hence, 
they can compute its own and its opponent’s control gains and strategies using Eqns (6)-(10). 
However, in realistic orbital pursuit-evasion, each player only has information on its own 
weighting matrices, indicating that the game has incomplete information. Let  PQ , P

PR , P
PR

be the weighting matrices of the pursuer and EQ , E
PR , E

PR  are the evader’s. 

For each player, even it does not know the other player’s weighting matrices, it can make an 
assumption that the other player is employing the same weighting matrices as itself. In other 
words, it assumes that the other player is playing a zero-sum game with it. Under this 
assumption, the player can compute a control gain based on its own weighting matrices and 
perform it during the game. We call such a control strategy as the “zero-sum strategy”.  We 
will show that such a zero-sum strategy could lead to performance loss of the players in 
incomplete-information pursuit-evasion. 

Control Policy Design 

Incomplete Information Online Estimation 

From the perspective of the pursuer, its goal is to estimate the weighting matrices of the 
evader, so as to obtain the evader’s control gain. Let ˆ EQ , ˆ E

PR , ˆ E
ER  be the pursuer’s estimation 

of the evader’s weighting matrices, which are assumed in the following form 
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Assuming the evader is performing a “zero-sum strategy”, the pursuer can obtain a guess of 
the evader’s control gain and control law as follows 

1ˆ ˆ ˆE T
E E

−= −K R B P (12) 
ˆ( )ˆ ( )E Et t= −K XU (13) 

by solving the following algebra matrix Riccati equation 
1 1 ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ 0T E T E T

P E
− −+ − + + =A P PA PBR B P PBR B P Q  (14) 

where a hat ∧  means the pursuer’s estimation. 

Substituting Eqn (13) to Eqn (3), the pursuer can formulate a control system described by 
ˆ

E P= − −X AX BK X BU (15) 
Let ( , , , , , , , , )T

r vx y z x y z q q r=Y     be the augmented state vector of the game and substitute 
Eqns (12)-(14) to Eqn (15), then Eqn (15) can be written as 
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( ) ( ( ), ( ), )Pt t t t=Y f Y U (16) 

Hence, for the pursuer, estimating the weighting matrices information, i.e. rq , vq  and r , 
becomes to estimate the augmented game state Y , which is governed by Eqn (16). 
Furthermore, the observation vector is the relative state of the two spacecraft, i.e. the 
observation model is  

( ) ( , , , , , )Tx y z x y z= =Z h Y    (17) 
In this paper, we utilize UKF to perform the estimation. 

Optimal Control Policy Design 

According to Eqn (15), the pursuer formulates a control system based on its estimation of the 
evader’s control gain. To this end, designing the control law of the purser is to solve a one-
sided optimization problem for it, where its cost function is 

( )
0

( ) ( ) ( ) (m n )i T P T P
P P P PJ t t t t dt

∞

+′ = ∫ X Q X U R U (18) 

Hence, according to the optimal control theory [12], the pursuer’s optimal control law is 
* ( ) ( )P Pt t= −U K X  (19) 

where PK  is the solution of the following algebra matrix Riccati equation 
1ˆ ˆ( ) ( ) 0T P T P

E P P
−− + − + + =A BK P P A BK PBR B P Q  (20) 

Simulation Results 

Simulation Setup 

The reference orbit is set as a near-Earth circular orbit with its altitude 400 km. The initial 
conditions of the pursuer and evader are set as 0

P =X  (-6.0 km, -16.0 km, 4.0 km, -9.0 m/s, 
13.6 m/s, 0 m/s) and 0

E =X  (0 km, 0 km, 0 km, 0 m/s, 0 m/s, 0 m/s) respectively. Table 1 
contains the weighting matrices of the pursuer and evader. This setup indicates that the evader 
concerns more on its relative state with the pursuer ( || || || ||E P>Q Q ) while the concerns more 
on the fuel consumption ( || || || ||P E

E E>R R ). The evader always adopts a zero-sum strategy in the 
game, while for the pursuer we consider and compare three control strategies: 
1) Complete information. The pursuer knows and adopts the same weighting matrices as the

evader. This scenario is regarded as a baseline for comparison. 
2) Incomplete information with zero-sum strategy. The pursuer assumes the evader has the

same weighting matrices as it and adopts a zero-sum strategy. 
3) Incomplete information with online information estimation, i.e. our proposed method.

Table 1:  Weighting matrices of the pursuer and evader 

Weighting matrices Q PR ER
Pursuer 6 60.8 ×I 3 3×I

3 32.4 ×I
Evader 6 6×I 3 3×I

3 32 ×I

Results 
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Fig. 2 shows the time history of the pursuer’s cost function when using the three different 
control strategies. As can be seen in Fig. 1, the final cost of the pursuer when employing a 
zero-sum strategy ( ,

51.73 10f
P zeroJ −= × ) is larger than that of the complete information case 

( ,
51.56 10f

P completeJ −= × ). This indicates that lack of game information, i.e. weighting matrices 
of the pursuer, leads the pursuer to a higher cost for interception. Nevertheless, thanks to 
online information estimation, the final cost ( ,

51.62 10f
P estimationJ −= × ) is diminished compared 

with the zero-sum strategy case, albeit still larger than the complete information case. Hence, 
the proposed online game information estimation method is shown to be able to overcome the 
preformation loss of the pursuer due to incomplete information. 
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Fig. 2:  Time history of the pursuer’s cost 
function 

Fig. 3:   Accumulated fuel consumption of the 
pursuer 

The accumulated fuel consumption of the pursuer and the relative distance and velocity of the 
two spacecraft are shown in Fig. 3 and Fig. 4 respectively. According to the two figures, it can 
be analysed that with online information estimation, the pursuer’s decreasing its relative 
distance and velocity to the evader is much faster than that of the zero-sum strategy, resulting 
a faster end of the game, i.e. interception with the evader. Hence, the accumulated fuel 
consumption is smaller than both the complete information case and zero-sum strategy case. 
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(a) Relative distance (b) Relative velocity 
Fig. 4:  Relative state of the pursuer and evader 

Conclusion 

In this paper, an online game information estimation method is developed for orbital pursuit-
evasion with incomplete information in the Hill reference frame. Optimal control law is 
designed from the perspective of the pursuer based on its estimation of the evader’s cost 
function and control gains. The method is shown in simulation to outperform the zero-sum 
strategy and can overcome the preformation loss of the pursuer in incomplete-information 
orbital pursuit-evasion. Future work shall develop a method to design optimal control laws for 
more general incomplete-information pursuit-evasion games, instead of only the weighting 
matrices information are not complete.  
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