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Abstract related aspects. In such cases a coarse orbit
determination based on attitude sensor observatiays
A batch least-squares procedure for coarse orfuit arepresent an attractive alternative.
attitude determination of LEO spin stabilized dats The feasibility of on board orbit determinationLdfO
is presented. The observations are the axial adidira satellites from magnetometer observations has djrea
components of the geomagnetic field and the Sufeandeen successfully demonstrated by several adthors
only. The spin axis is considered inertial durimgnple Some of the several proposed algorithms are agtitud
periods of few tens of minutes. The state propagati independent, using only the total geomagnetic field
and its transition matrix evaluation are carried by intensity"*, while others use its three components dlone
their two-body problem closed-form. The geomagnetior together with attitude or attitude rateinformation.
field model considers the full set of IGRF coefficts, There are both deterministiand non deterministi¢
and its partial derivatives are evaluated numdyical approaches, and the accuracy of reported resualts fr
The initial state is obtained from the geomagnééid real data range from several kilometers to tensven
intensity range observed during up to one orbitoTwhundreds of kilometers, mainly depending on
orbit inclination cases were simulated®2fd 98. The magnetometer accuracy level, orbit inclination and
results are compatible with those obtained by otheidtitude, and model compatibility with actual
magnetometer-based procedures for three-axisigtbil application. Besides the orbit elements, the statdor
satellites. Results from in-flight data of Data IEoting of non deterministic algorithms may include attéud
Satellite SCD-1 presented position errors aboutkl®0 sensor bias, and drag related parameters, and akay t
from one orbit revolution to one day to converganrira
Key words: Orbit determination, magnetometer, spirvery crude initial guess with error magnitude of
stabilized satellites. thousands of kilometers. An initial guess is howeve
clearly necessary to non-deterministic algorithmd a
Introduction systematic way to obtain it is a question that hes
been addressed yet. Also, all those reported sesefier
This paper presents a coarse orbit and attitude three-axis stabilized satellites, even if thewld as
determination procedure for low Earth orbit (LEE&Pjn  well be applied to a spin stabilized satellite witinor
stabilized satellites, using attitude heritage hame, modifications, if any.
namely a three-axis magnetometer and a solar sensorm his paper follows and extends those previoussidea
Conventional spacecraft orbit determination hasnbeepecially for applications on LEO spin stabilized
performed often on ground using radar-like obséowat satellites like Brazilian environmental satellit€ata
(range, range-rate and angular measurements) wiflommunication Satellite SCD-1 and SCD-2, and
typical accuracy from hundreds to a few meters. éMorScientific Applications Satellite SACI. The apprbac
recently, GPS receivers have been used for on boaxplores the spin axis stabilization in order ttiese
orbit and attitude determination as well as fogopound more information from the magnetometer measurements
orbit determination with up to sub-meter accur&ych with a comparatively weak requirement of attitude
high performance equipment is however not necessaggtimation. A rough procedure to initialize theaalthm
for a class of missions requiring 50km to 100km ofs also presented.
accuracy only to assure tracking by ground stations A proof of concept algorithm was implemented using
Furthermore, it may not be affordable for manytefh  MATLAB, with specific code parts in FORTRAN.
considering power consumption, weight, size and coBreliminary results from in flight data of SCD-1vlea



shown an error magnitude of 100km when using alitu X, = f(X,,t, —t,) . (2)
sensors data from 4 passes (around 10 minutes each)

over Cuiaba _tracklng station. Howeve_r, numerlcai-he orbit related elements i are given by Ref. 10,
results from simulated data yielded consistentlitelne : .

accuracy levels. The results are considered promisi and the attitude remains constant.

view of the magnetic interference level on the SCD- L€t Yk be the measurement vector sequence tagged

magnetometer. with t,, corrupted by an unbiased white sequence

. vector €, , and h, the observation non-linear function:
Procedure Description

The approach consists of a batch Ieast-squargs =R (X)) +&c ()
estimation of all six orbital metric elements at thitial
time plus two angle corrections for the attitudetlod  E{g,} =0, E{gig} =9, [Ey , 4)

spin axis. The observations are the componentfef t

geomagnetic fielq both along the spin _axis_ anghere E{} is the expectance operatod,, is the
perpendicular to it. These components are invariant ’

the satellite phase angle, which does not needeto Kroenecker delta and&, is the covariance matrix of
estimated. Since there are too many parameters to the observation noise sequence.

determined from two observations only, the algenith Let B(r,t,) be the geomagnetic field vector in the
requires the data to be stored over a span ofée® of nertial frame. The magnetometer observation famcti
minutes. Attitude of the spin axis is supposetetoain - may be written as:

constant during this period. Also, because solas®es

are usually available on most satellites, the Swgieais ’ .Y,
included in order to improve attitude observability X, )= [B(I - AA)BI (5)
The orbit is modeled as a Keplerian movement B'A

analytically propagatédduring this short span. The
transition matrix of the linearized dynamic is exatked . . . . 33
analytically tod®. The geomagnetic field modél where | is the identity matrix ori] ™. _ o

considers the full set of spherical harmonics with Let S be the Sun direction unit vector in the inertial

coefficients given by the IGRF-95 model. The neaggs 'ame. Because the Sun sensor measurement is gbnsta
evaluation of the magnetic field gradient withineth dgrlng the sampling period, it will be arbitrariggged
differential correction process is carried out b)}"“th t:
numerical derivation.

The algorithm initialization has to be performexséd  hy(X,) = SA, - (6)
on the specific mission features. For a sateditt@ear

circular orbit, like SCD-1, SCD-2 and SACI, a s@éci  According to the Least-Squares Method the orbit an
algorithm is presented based on the comparisongegtw gttitude determination problem may be stated as:
expected (modeled) and observed range of the

eomagnetic field intensity throughout one orbit,,. e
?evolutigcl)n. Y J Min ‘](xo)zzk:[Yk"’k(xk)]:kl[Yk‘l”k(xk)] .M

Batch Least-Squares Algorithm As usual, to deal with non-linearity at the eqoiasi

. iy . : they have to be linearized around a given nomiahle
Let r, be the satellite position vectory its velocity —_ y g

vector and A, its spin axis unit vector at a given time
t, in the inertial frame. LetX, be the orbit and

0

Xo=Xo+Wp , (©)
attitude joint state vector andf the analytical
propagation non-linear function of the system frthra B
initial state X, to a final state at, : X = (X0t ~to) + RWp 9)

X ={n A}, 1) (X)) =h(f(Xot 1)) +HFWp (10)



where p is a reduced state correction vector whiclivhere the nominal fieldB,, its symmetric gradient
takes into account tha#y, has only two degrees of matrix OB and the radial field componefy, are given

freedom since it is a unit vector, by:

p=frs 15 175 &}, (11) Be=BCtd 1)
with & such that: 0B = aB(arr,tk) , (19)
A=A+ - AR)S L [SIR)E (12)

and * denotes nominal valugyx] denotes the vector B =[§‘2(| _RR)E(]% ' (20)

product operator which is a skew-symmetric matrix ] o
with elements given by th componentsdV 00°: while for the solar sensor observatidt, is given by:
and¥, F, and H, are defined as:

Ho =[0s S] . (21)
d(Xo—X
W =(%—p0) ) (13)  The optimal solutionp” is then given by:
" =C,u , 22
df (Xo,ty —to) P =%p0 (22)
KIS T ] (14)
0 Xo=Xo where C, is the error covariance matrix gf, and v is
the weight average of the residual:
oh, (Xy)
) =kl (15) .
X X = (Xy .t ~to) -1
e Co =X WRHEHRY, (23)
k
W may be easily derived from Egs. 1,11-13, whilg
It = P —_— v
may split as 0= WRHENN ~h(F (Kot ~to)] - (24)
k
or, or
-~ 3 U3 0. . o
gr_o gfo Once p- is found, the state estimate is given by:
f f
F = a_rk a_rk O3y3 | e :
00 OO I X0:X0+L|Jp ’ (25)
3x3 3x3

which may be used as the new nominal value in a

_ o _ _ hopefully convergent iterative process. After each
where the orbit derivatives are analytically giarRef. jteration it is recommended to normalize the adétu

(10), and0,,,,, represents the null matrix da"*™. As  vector to assure it will remain a unit vector.

for magnetometer observationid,, is given by: Algorithm Initialization

_A NB In this section one presents a procedure to lizitia
OB - AAB B A the iterative algorithm presented in the previceion.
Hi = _ 93& O_3><1 , k=0, (17) This initializing procedure is valid for near citau
- B By A /Bx By orbits only, but absolutely independent of thetad
stabilization mode.



Let b, be the total geomagnetic field intensity at aB:[ooDX]B+DB{r' —[Q)Dx]r} , (32)
given timet, ; b, its time derivative andJ; ; o a set of
four independent scalar observations: where wy is the Earth’s angular velocity vector.
Therefore, wheneven= @ holds:
b =[B(ri. ty)| 26
g¥ = glosX]r , (33)
% = B(r,t ) B(r.t) /b 27
™ (Fc i) Bl )/ @) with g being the gradient vector &f:
0oo=th.b.b,b ), %], (28) o
=0B . 34
g ﬁa (34)

supposing for a while that'Jk could be observed in

some way. Since circular orbits have four degrefes o Then the velocity vector can be evaluated as vialo

free_dor_n o_nIy, namel_y the semi—mgjor axes, the Let (x,u,v) be an orthogonal base defined for all
inclination i , the longitude of ascending nod2 and . .
aon co-linear withg :

the sum true anomaly plus argument of perige
M +w,, it should be possible in principle to evaluate

those four elements from[] ; ;. For the sake of non- X=+| , (35)
ambiguity, the redundant sét, ; , could be considered

instead, which includes one more scalar observation_ (1 -xx')g

u=—m———, 36
than Di,j,D’ |(| _ xxr)g| ( )

SFPEL R 29) v=[odu 37

The considered set of scalar observations have th&Or @ circular orbity lies in theu-v plane which in
advantage of being invariant to three-axis attitudgiew of Eq. 33 yields:
changes, but have an hindrance due to the factithat
derivatives of the magnetic field are not an usuaput M
i i = |22 38
of magnetometers. So, a small adjustment is negessa " = Ir | Y, (38)
Let by, and ., be respectively a local minimum and

a local maximum of the sequenbtg. Now, neglecting

the observation noise and the effect of a finite@ang
rate, one has:

where y is a component of the orthogonal base
(x,y,2) of the orbital frame:

- . =[zX]x , (39)
B =0, i b O{bn.bradt - o) Y=1#d

So, one propose to evaluate the orbit from a medifi z=Auv1-Av , (40)
set [y containing only three magnetic

measurements, actually plus two time relateg — 91" (a1)
measurements: T

. [
O b = {Bins B Bl 10 = B by =g} - (31)
_ The signal ambiguity being easily removed by
Since the field rotates together with the Earh,is considering that the third component of vecmomust
given by: be positive for direct orbits and negative for egtade
ones.



The algorithm can now be described as followsstFr
set of candidate position vectdfs™ ig constructed by Table 1: Simulation Scenario

scanning a net covering the whole space within ag———
altitude range from 500Km to 1,500Km, selectingstho_Satellite: SCD-1&2 SACI

: _ Altitude: 750 Km 770 Km
for which ‘B(rim,ti)‘ Obyi, - Then, for every candidate |, ination: o8 og
. 2)
position vector ;" the velocity vectorr;™ and the Magnetometer Accuracy: 1 mi@ <1mG
Sun Sensor Accuracy: 6.5 0.5
normal to orbital planez" are determined. The Sampling Interval: 169 16 s®

candidate solution is then propagated fronto botht;
_ @) After pre-processirtg Rough data have 3 mG of
and t,, so generating;" and r,". If ‘B(r.m,tj)‘ Ob;  uncertainty.

j
@ payload magnetometer placed far from satellite
m .
and ‘B(rk ’tk)‘ 1By, then the normal to orbital plané" magnetic interference sources. Includes model error

is analogously evaluated af® and compared witrg" @ After ground pre-processifiy Rough data have
sampling interval of 0.5 s.

to check if arccogz" (z") O 0. The solution forr;

. ) _ . Table 2 summarizes the simulation results of batc
corresponds to the candidat€ with maximum weight |oast squares algorithm. The simulation uses theesa
average residual of all the referred amounts. dynamical model considered in the least-squares

Once an orbit approximation is foundaf it may be algorithm: Keplerian orbit and constant spin axis

propagated to a reference tim and attitude may be attitude. Measurements were corrupted by unbiased

estimated by any well-known method for 1-axis athé gf”‘USSi?” random errors.. The purpose of .SUCh naive
determinatio’® This completes the algorithm to simulation test conditions is only to give an iddahe
' expected error magnitudes in ideal cases for differ

obtain the initial approximation,. inclinations.
The benefit of a bigger sampling period is cldar, at
Numerical Results expenses of more iterations to achieve convergekge.

for the inclination, the error distribution for tisatellite
Both least squares and initializing algorithms hheen with high inclination presented standard deviations
implemented and tested using simulation and re@l. damuch bigger than the obtained for the low inclioati
The simulation conditions correspond to Braziliarsatellite with a short sampling period, but the iaed
satellites SCD-1&2 and SACI. Their mainwas not so affected. In all tests the convergenas w
characteristics are listed in Table 1. SCD-1 andD-®C achieved in less than 50 iterations from an inigabr
are very similar and SACI has not been launched ygier axis of 100 Km in position, 100m/s in velociyd
For this reason, real data were taken from SCDHKL on 1° in attitude.

Table 2: Batch Least-Squares Algorithm — Summary oEstimation Errors from 20 Simulations

Satellite  Sampling Position Error Velocity Error Attitude Error Number of Iterations
Period [Km] [m/s] [arc-min.]
[min] Median o Median g Median o Median o
SCD-1 20 66 59 61 60 35 25 9 3
30 23 49 22 42 9 21 12 3
45 17 20 19 19 11 12 15 11
SACI 20 62 165 82 184 24 86 12 8
30 22 21 32 38 14 16 12 4
45 14 8 9 10 7 6 21 13

Concerning the initializing algorithm, the resuliesre quite acceptable for the purpose, to embarrassing
very sensitive to the weights arbitrarily set toe thseveral thousands of Kilometers. The position error
residuals at different simulation conditions. Thesiion median was about 1000 Km and the velocity error
errors varied from few hundreds of Kilometers, whis median about 700 m/s. The above mentioned results



correspond to weights of (5m&Jo the magnetic field Because SCD-1 data is available on ground with the
intensity residuals and {I' to the misalignment reported sampling rate only during passes over l@uia
between angular momentum vectors. Finding a way tound station, there are large gaps on the datplea
assign proper values to these weights will possiblgince they cover four orbit revolutions. Those gapse
require an exhaustive simulation effort that coutd be purged from Figs. 1-4 for the sake of clarity, dagshe
accomplished by the authors till now. Despite thisime discontinuities clearly seen on Fig. 1. Eaelsgp
admitted necessity of further adjustments, in tbhepe takes about 10 min.
of a preliminary analysis, the several cases wlhigee  Since the residual presented a highly time coedla
chosen weights worked fine represent an evidentleeof pattern after convergence, it was not necessary to
concept validity. process the data in full sapling rate. So, only da&a

As for the tests with real data, Figs. 1-3 shohs t per 64 s was processed leading to practically &mes
residual in both radial and axial components of theesults obtained when processing the full sample
observed magnetic field at representative stepth@f (compare Figs. 3 and 4).
iterative algorithm. The sample period cover orbit
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in attitude. The relatively low convergence ratdug to simulation tests covering both low orbit inclinatiand
a conservative factor applied to the least-squardsgh orbit inclination cases. Such results are catibfe
correction to avoid divergence. with previously reported results for three-axishditzed

The data-preprocessing algorithm of SCD-1 removesatellites.
bias efficiently from radial component of the ohset An initializing algorithm has also been presentedi
field but not from its axial component. This bigsnot tested. A better idea of its overall performancd st
relevant to the particular INPE’s attitude deteration requires further testes and analysis. However, the
software for SCD-1, though in the present applicatt obtained preliminary results show that it is alesgible
would cause a position error magnitude quite biggeo initialize the least-squares algorithm basedy anmi
than the obtained consistently by simulation. Duéhts  attitude observations. This holds for LEO satedlita
problem, an empirically estimated bias of -13 m@ tta near circular orbits, regardless it is one or traris
be removed from the axial component of the observedabilized.
field in order to lower the bias effect. The low Ground processing of in-flight data from Brazilian
frequency, which is still evident on the residuatsy satellite SCD-1 presented errors around 100Km in
be due to several reasons: the uncertainty onGiRF| position. In view of an apparently remaining bias a
model coefficients; the non-modeled orbit pertudsag SCD-1 magnetometer measurements even after data
(J2, drag, etc); and an indication that the biasblem pre-processing, especially on the axial comportease
was not completely solved, for instance. results are considered promising. The concept bas b

The real data results are summarized in Tableh®rav clearly proved and the approach should be regaaded
the “errors” were evaluated comparing the obtainedn attractive alternative envisaging to lower caosts
solution against orbit and attitude determinaticatad future missions. The present study represents idialin
files for the epoch, from INPE’s Control Center.elth step in this direction. The authors are curreatigaged
orbit determination estimates are based on range applying an extended Kalman filter to the same
measurements from Cuiaba ground tracking antenpaoblem as a next step towards an autonomous aud boa
while the attitude is determined on ground from$um orbit and attitude determination system based on
sensor and magnetometer observations, given theritage hardware of spin stabilized satellites.
position vector.

The benefit of accumulating data from multiple gess
is evident from the results, especially for positiand
velocity errors.
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Determination Using Attitude Observations Only
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