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Abstract: In an attempt to avoid the inaccuracies of kinematic models, and the drift error of 
odometry motion models, this paper investigate the feasibility of using linear visual pose estimation 
algorithms with Speeded Up Robust Feature descriptors for the motion estimation step of a Particle 
Filter SLAM. This study fits within the larger scope of investigating the feasibility of Simultaneous 
Localization and Mapping (SLAM) approaches for real-time spacecraft navigation. While 
navigation systems aiming at landing on planets such as Mars are incapable of dealing with the 
additional computational time of SLAM algorithms due to the stringent limitations of onboard 
space-hardened computers, their low approach speed involved with landing on small celestial 
bodies such as asteroids or comets may offer viable conditions for the use of SLAM-based 
navigation systems. With their low computational complexity, linear visual pose estimation 
algorithms can generate a wide population of pose samples while providing the real-time 
performance required to ensure proper control of the spacecraft under the stringent computational 
speed limitation of its onboard computer. 
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1. Introduction 
 
Simultaneous Localization and Mapping (SLAM) has been extensively studied for the past 20 
years. The great majority of the work has been applied to rover vehicles moving in 2D and equipped 
with active sensors such as laser or other range finders, giving unidirectional data on the structure of 
the environment surrounding the robot [1]. The extension of SLAM to passive sensors such as 
cameras (referred to as visual-SLAM in the literature) has been of major interest in the past decade, 
and the integration of this approach to robotic platforms moving in 3D have been the subject of 
many publications recently (e.g. Unmanned Air Vehicle [2], and Autonomous Underwater Vehicles 
[3]). 
 
While SLAM is currently being investigated for integration in the next generation of planetary 
rovers [4], it has infrequently been considered for the navigation and control of spacecraft. One of 
the main reasons is its additional computational complexity compared to conventional navigation 
software (i.e. using inertial sensor and extended or simple Kalman filtering – EKF or KF) and the 
fact that fastest space-hardened onboard computers are currently limited to less than 200 MHz. 
SLAM approaches are thus considered infeasible for real-time navigation for applications such as 
landing on Mars or Earth re-entry [5]. 
 
On the other hand, the recent Hayabusa mission from JAXA to the asteroid Itokawa has shown that 
navigation conditions are very different for the Approach Descent and Landing (ADL) phase on 
small celestial bodies [6]. The very low approach speed in the order of 15 cm/s and the 6 months-
long observation period in relative orbit with respect to the celestial body fixed frame allow for 
more computationally intensive localization and navigation algorithms, update time intervals in the 
order of minutes still being acceptable during the ADL phase of the mission.  
 



Since current navigation and landing system rely on Kalman Filtering of Inertial Measurement Unit 
(IMU) data, the authors have proposed a monocular SURF-based visual-SLAM algorithm to cope 
with the drift error inherent to other dead reckoning techniques, and to make full use of the 
navigation camera system that is part of the standard sensor array in deep space missions [7]. This 
approach is based on a Particle Filter (PF) that samples different sets of visual features from a pool 
of matched features between two subsequent image frames, and generates a series of particles based 
on the pose estimate calculated for each of those sets, as well as the range of possible scaling factors 
calculated from scale propagation, or using range sensor data. Due to the computational speed 
constraint of spacecraft computers, only linear visual pose estimation algorithms can be considered 
for particle filters if near real-time performance must be met. More robust visual pose estimation 
techniques such as Bundle Adjustment [8] are simply not fast enough to allow computing more than 
one pose estimate per SLAM iteration. 
 
This paper focuses on the performance of a linear pose estimation algorithm for generating 
populations of pose estimates. Their performance is evaluated in the scope of monocular PF-based 
visual-SLAM for near-real-time spacecraft navigation and control. The performance evaluation 
parameters considered here are 

- the minimum average error achievable  
- the average number of particles required to have a minimum number of estimates with error 

less than a predefined percentage 
- the time required to generate this average number of particles 

 
The paper proceeds as follows. Section 2 is a brief overview of the different pose estimation 
methods used in other SLAM approaches, e.g. Kalman Filter and Particle Filter SLAM. Section 3 
described the SLAM approach proposed in this paper, and section 4 discusses the results and the 
experimental framework that we used to assess the performance of the proposed method. 
 
2. Background 
 
The mathematics behind the pose estimation step of the SLAM requires an appropriate 
representation of the motion estimate distribution through the parameters of a statistical model (e.g. 
the average and standard deviation of a Gaussian Model) or a Monte Carlo sampling of this 
distribution (i.e. Particle Filters) [1].  
 
In theory, maintaining a statistically representative sample or an accurate statistical representation 
of probable motions ensures the best or most accurate dead reckoning pose estimation, providing 
that forecasted and observed landmarks are well matched and their position error with respect to the 
observation probabilistic error model is correctly estimated.  
 
2.1. Extended and standard Kalman Filter-SLAM 
 
While EKF and standard KF-based SLAM avoid the computation of large numbers of probable 
poses by representing the pose error distribution by a Gaussian error model (or its linearized model 
for the Extended Kalman Filter), it suffers from the map-scaling problem as the covariance matrix 
grows quadratically with the number of observations [9]. In order to cope with this, many visual 
SLAM implementations limit the number of landmarks stored, deleting old ones as new ones are 
added [10]. This limits how far the robot can go before losing all tracks of the previous places it has 
visited, increasing the chances of diverging from its real world position and orientation. 
 



2.2. Particle Filter SLAM 
 
The stringent constraint on available computational power onboard spacecraft makes the Particle 
Filter approach less feasible for real-time performance as the number of pose estimates required to 
represent the statistical motion distribution increases. This can be referred to as the PF-scaling 
problem. This is not to be confused with the map-scaling problem which addresses the issues 
related with handling large database of landmarks in the form of covariance matrices for KF or EKF 
SLAM, or occupancy grids for PF-SLAM [11][12]. 
 
According to previous studies, decreasing the number of particles of a PF-SLAM can significantly 
decrease its performance up to the point where the SLAM algorithm no longer converges [9]. This 
is under the assumption that the pose estimation generated at each SLAM iteration are still drawn 
from a random Monte Carlo process sampling some motion model of the mobile robot.  
The divergence of the algorithm observed with fewer particles can come from two factors, the non-
homogeneous representation of the possible robot motion distribution, and the premature 
convergence of the algorithm to a subset of particles that evaluates as more probable in the short-
term, but would be less accurate on the long-term given all the future observation to come [13][14]. 
 
In practice, the PF-SLAM may still provide accurate motion estimates with fewer particles. This 
can be done by either using particle resampling techniques that can maintain a representative 
distribution of the robot poses and landmarks’ position [11], or by having pose estimates that are 
closer to the true motion than the full breadth of all possible poses under some probability 
distribution. The work of [15] is of particular interest in this area, reporting a technique providing 
better and fewer estimates by implementing a proposal distribution that considers the accuracy of 
the robot’s sensors, and ensuring particle diversity using an adaptive resampling technique 
 
2.3. The Pose Estimation Step 
 
The problem of finding pose estimates that closely follows the true robot pose is of course the 
essence of the problem that Particle Filter attempts to solve. The PF algorithm constructs a large 
number of probable poses called particles, and samples this population according to how well each 
of them can forecast the position of landmarks being observed at any given time. The main models 
that have been used to generate population of possible pose estimates are the predictive kinematic 
model and the odometry motion model [1]. The former takes as input the robot controls (e.g. 
controlled velocity), the error distribution associated with these controls, the pose estimates sampled 
from a previous iteration, and output a series of probable poses. The odometry model takes as input 
the pose estimates sampled from a previous iteration, the measurements of motion sensors (e.g. 
accelerometers and gyros), and output probable poses based on the error distribution associated with 
these sensors.  
 
Since both models suffer from drift error and slippage inherent to either the sensor dynamics or the 
inaccuracies in the mathematical model, a third alternative would be to use visual pose estimation 
techniques. Several works have dealt with combining motion model and visual-data [2][16], or 
odometry data [17][18][19].  
 
2.4. Non-linearity of visual pose estimation 
 
KF or EKF-SLAM uses a Gaussian error model for describing the uncertainty over the position of 
observed landmarks and the pose of the robot. The linearization remains valid when short distances 
are covered before landmarks are revisited, but might fail when large loops must be closed and the 
cumulative rotation error introduces unrecoverable non-linearities. Recent works have dealt with 
this by decoupling the SLAM constraints and using non-linear optimization algorithms 
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Figure 2. Rigid motion in 3D space of the spacecraft’s 

camera between two successive image frames 
 
2. These three factors are combined through a fuzzy logic module which makes a final pass/no pass 

decision according to its expert knowledge rule-base. 
3. The second step consists of selecting regions of interest in the image, and extracting Speed Up 

Robust Features (SURFs) [25]. SURF’s are robust to illumination changes, orientation, and 
scale, and can cope with small affine and perspective changes. The feature extraction process is 
computationally intensive, requiring up to 6 seconds for 100 features on a 512x512 image on a 
space-harden computer with a computer speed of 200 MHz. Figure 1 shows the feature 
extraction process after screening out the dark regions of the image corresponding to empty 
space. 

4. The third step takes care of matching SURF features between two successive images using as 
metric the Euclidean distance between the features’ descriptor (see Figure 1). 

5. The fourth step consists in selecting different random subsets of matched features (from the 
overall population of matched features at a given time) with a fixed size determined by the visual 
algorithm selected, e.g. 8 matched features for the 8-point algorithm.  

6. The fifth, and final step as far as the study presented here is concerned, is to sample scaled 
camera motions and the associated scaled triangulated feature positions as detailed in section 3.2. 
The camera calibration matrix and the rigid transform between the camera and the range sensor 
are assumed to be known and constant. 

 
3.2. Monte-Carlo pose estimation and scaling algorithm 
 
The goal of this algorithm is to generate a representative population of possible scaled camera 
motions based on a Monte-Carlo sampling of the SURF feature pairs matched in step (4) of the 
process described in section 3.1. The general concept is to generate a first population of unscaled 
camera motion estimates, and to expand each estimate into a sub-population of scaled camera 
motions based on all the possible scale factors calculated according to range sensor data and 
previously triangulated features matching the new observations (i.e. the unscaled triangulated 
features between the pair of image frame from which the unscaled camera motion was calculated). 
  
Inputs: 
 Nm pairs of matched SURF features positions ui in F1 and ui’ in F2 (with i = 1...m) 

 K, the [3x3] camera calibration matrix  

 P1 = [I | 0], the camera matrix for the first camera reference frame F1 (see Figure 2) 

 



Output:  
A population of hypotheses (i.e. particles); the [i]th particle at time step tk being described as the 

scaled camera motion and all Nm triangulated features, conditioned on the Nf image feature points 
and the kth scale factor.     
  

p௧
ሾ௜ሿ ൌ ቄܴ, ܶ௦,ଵ,௧ೖ

௦ …௝,௧ೖ
௦ …ே೘,௧ೖ

௦ ቚߠଵ ,ே೑ߠ… ௟ݏ ቅ   (1) 

  
with  [ܴ, ܶ௦], the rotation and translation of the camera between frame F1 and F2 (see Figure 2), 

scaled from [ܴ, ܶ௨] with the lth scale factor sl drawn from a total number of NS possible 
scaling factors, 

  [ଵ,௧ೖ
௦ …ே೘,௧ೖ

௦ ], the Nm SURF feature pairs observed at time ݐ௞ between F1 and F2, 
triangulated based on the camera motion [ܴ, ܶ௦], 

  ቂߠଵ  ே೑ቃ, the Nf  matched SURF feature pairs used to calculate the unscaled cameraߠ…

motion [ܴ, ܶ௨], with  ߠ௜ ൌ ሺ࢛௜, ௜࢛
′ ሻ 

 
Algorithm: 
 
1. Sample NP different sets of Nf feature pairs (from a total population of Nm SURF feature pairs) 
2. Find the unscaled camera motion for each set pi of the NP feature pairs sets: 
 

2.1.  Compute the normalized image points corresponding to the matched features of the set:  
 

൜
௜࢞ ൌ ௜࢛ଵିࡷ
′௜࢞ ൌ ′௜࢛ଵିࡷ

      (2) 

 
with ui, the ith feature point in image coordinates [u,v,1]i  
  xi, the ith feature point in normalized image coordinates [x,y,z]i 

 
2.2. Solve for the Essential matrix E describing the camera motion based on the two-points 

correspondence equation applied to the Nf  normalized image point pairs: 
 

௜ݔ
′E ݔ௜ ൌ 0        (3) 

 
2.3. Based on the basic definition of the Essential matrix, 
 

E ൌ ሾܶ௨ሿൈܴ       (4) 
 
with  R, rotation matrix 
  ሾܶ௨ሿൈ, the skew symmetric matrix of the unscaled translation vector Tu 
 
perform the Singular Value Decomposition (SVD) to retrieve the four possible [R,Tu] 
configurations of the Essential Matrix [28]: 
 

SVDሺEሻ ൌ ሺܷଷ୶ଷሻ diagሺଷ୶ଷሻሺݎ, ,ݎ 0ሻ  ሺܸଷ୶ଷሻ
்      (5) 

  
ሾܴ, ܶ௨ሿ ൌ ሾܷ ܹ ்ܸ,േ ݑଷሿ  ∪   ሾܷ ܹ

் ்ܸ, േݑଷሿ    (6) 
with   

ܹ  ൌ ൥
0 െ1 0
1 0 0
0 0 1

൩ 



 
  r, the double singular value of the Essential matrix 
  u3,  the 3rd column of matrix U(3x3) 
 
2.4. Triangulate one feature pair amongst the Nf  pairs of the feature pair set pi, and find the 

single camera motion [ܴ, ܶ௨] for which the triangulated 3D feature pair has a positive z-
coordinate in both frames F1 and F2 (i.e. the point is in front of both camera pose). 
 

2.5. Triangulate all SURF feature pairs ൣߠଵ  ே೘൧ observed at time tk based on the unscaledߠ…

motion ሾܴ, ܶ௨ሿ௣೔ and obtain the unscaled triangulated set of features ൣଵ,௧ೖ
௨ …ே೘,௧ೖ

௨ ൧
௣೔

 

 
3. Find all the possible scaling factors for each estimate pi of the Np camera motion estimates: 

  
3.1. Calculate the range sensor’s target point 3D coordinates XR/Fj with respect to the camera 

reference frame Fj (j = 1, 2) based on the known rigid transform between the range sensor 
and the camera, as well as the corresponding image point xR/Fj. 

 
ܺோ/ிೕ ൌ ܴோ/ிೕሾ0,0, ݀ோሿ

் ൅ ோܶ/ிೕ
 

ோ/ிೕ࢞ ൌ
ଵ

௭ೃ/ಷೕ
ܺோ/ிೕ      (7) 

 
with  ሾܴோ/ிೕ, ோܶ/ிೕ

ሿ, the rigid rotation and translation from the range sensor frame to the camera 

reference frame Fj (the transform is the same for F1 and F2) 
 ݀ோ, the measured distance from the range sensor 

 
3.2. Scale from range sensor: Find the nearest feature point xi of xR/Fj within a maximum radius 

rmax in the image plane, and calculate the scale factor sR by assuming that the depth of the 
associated points xi and ܺோ/ிೕ are approximately equal 

 
ܺோ/ிೕሺ௓ሻ ൌ ோݏ   ∙  ோ/ிೕ ሺ௓ሻ     (8)࢞ 

 
3.3. Scale propagation: find all previously triangulated and scaled feature points ௡೟ ,௧ ழ௧ೖ

௦  that 
match the visual signature (i.e. SURF feature descriptor) of the currently observed features 
ଵߠൣ ே೘൧௧ೖߠ…

 with unscaled triangulated coordinates ൣଵ,௧ೖ
௨ …ே೘,௧ೖ

௨ ൧
௣೔

, and calculate the 

scale factor for each of the Ns matches: 
 

௝,௧ ழ௧ೖ
௦ ൌ ௡ݏ   ∙  ௝,௧ೖ

௨      (9) 
 
3.4. Create (Ns +1) scaled camera motion estimates from the unscaled estimate pi, the Ns scale 

factors sn from the scale propagation step, and the range sensor scale factor sR:  
 

ሾܴ, ܶ௦ሿ௟ ൌ ሾܴ, ሺݏ௟ ∙ ܶ
௨ሻሿ            (10) 

 
3.5. For each scaled camera motion l created, scale all the unscaled feature points: 

 
ൣଵ,௧ೖ

௦ …ே೘,௧ೖ
௦ ൧

௟
ൌ ௟ݏ ∙ ൣଵ,௧ೖ

௨ …ே೘,௧ೖ
௨ ൧

௣೔
          (11) 

 



4. Results and discussion 
 
4.1. Experimental Framework: the MIGRATE simulator 
 
The Micro Gravity Touchdown and Exploration (MIGRATE) simulator was developed in-house at 
JAXA’s Institute of Space and Astronautical Science. It is a computer graphics 3D engine with an 
integrated physics engine previously used to test landing scenarios during the Hayabusa mission. It 
simulates the dynamics of the asteroid Itokawa and the spacecraft Hayabusa, as well as the LIDAR 
and IMU sensors.  
 
Camera images are generated in real-time and processed by the navigation and control system 
which is implemented as a completely independent module for portability to other experimental 
platform. The computational speed of the control system is scaled down based on the maximum 
theoretical speed of currently available space-harden computers, i.e. 200 MHz. 
 
4.2. Results 
 
The simulation for which the following results are shown sets the spacecraft facing the asteroid at a 
distance of 500 meters, staying stationary for an entire revolution of the asteroid. The spacecraft is 
thus set in an observation mode, and it attempts to track its relative pose change between successive 
pair of images by tracking the visual features on the ground. The simulation time is scaled 
according to the rotation speed of the asteroid (taken to be the same as Itokawa’s period of rotation), 
and the onboard simulated processing speed set here to 200 MHz.  
 
The following preliminary results aim to assess the feasibility of the proposed approach in terms of 
accuracy and time performance. More specifically, the two questions addressed are the following: 
(i) what is the maximum accuracy of the overall population of camera motion estimates (ii) can the 
number of camera motion estimates required to have a minimum desired accuracy (i.e. a given 
maximum error) be processed in near real-time. 
The answer to the first question is given in Figure 3. Since the accuracy of each camera motion 
estimate will be different from one another, the two graphs shows instead the percentage of camera 
motion estimates with maximum bounded error of 20, 10 and 5%, over the entire population of 
estimates at each time step. 
 
As shown in Figure 3, more than 95 % of the camera rotation estimates have an error less than 5% 
with respect to the true camera motion (the latter being known exactly as the spacecraft position is 
fully determined by the MIGRATE simulator at each time step).  
On the other hand, we can see that the bottleneck for accuracy is the translation. The average 
percentage of motion estimates with a translation error of less than 20% corresponds to only 8% of 
the estimate population. The percentage of estimates drops to an average of 1 % for translation error 
of less than 5%.  
 
The error for both rotation and translation are taken here as the angle between the true pose of the 
camera and the estimated one, divided by π (the maximum angular deviation being 180 degrees 
according to this metric). 
 
Although it seems that very few motion estimates have a high accuracy for the combined rotation 
and translation components, the results still show that enough reliable estimates can be generated if 
the total population size (i.e. the number of camera motion estimate) is set to a sufficiently high 
value, 300 estimates being enough here to have a few ones with error less than 5%. 
 



 
(a)       (b) 

Figure 3: Accuracy of the population of relative camera motion estimates for one complete 
revolution around the asteroid (simulated time scaled for a 200 MHz computer) (a) 
rotation estimate (b) Translation direction estimate 

 
 

 
Figure 4: Accuracy of a single camera motion estimate with the conventional RANSAC 

method using the same linear 7-point pose estimation algorithm for one complete 
revolution around the asteroid (simulated time scaled for a 200 MHz computer) 

 
In order to compare the performance of the proposed algorithm with a conventional method with 
comparable time performance and using the same linear visual pose estimation algorithm (i.e. the 7-
point algorithm), the camera motion estimation step has been performed under the same simulated 
conditions using the well known RANSAC algorithm. As shown in Figure 4, the conventional 
approach shows a relatively high degree of accuracy with respect to the rotation estimates with a 
maximum error of 10 degrees. However, the translation estimates show error rising up to 160 
degrees (corresponding to a percentage error of 88 % according to the metric described above). The 
conventional approach giving only a single estimate at each time step, we can see that the 
spacecraft’s pose estimate would quickly diverge during the observation phase. 
 



 

 
Figure 5: Time response (all time scaled for a 200 MHz computer) of (a. above) the 

probabilistic algorithm for a population of 300 camera motion estimates (b. below) 
RANSAC-7 pt algorithm for the computation of a single camera motion estimate 

 
Addressing the second question regarding the feasibility of generating in near-real-time a 
sufficiently large population of motion estimates, we can see in Figure 5 (a) that the generation of 
300 motion estimate can actually be achieved in an average of 21.77 seconds. Taking an average 
number of motion estimates of 4% for localization errors of less than 10%, we end up with at least 
12 motion estimates which can eventually be selected by the SLAM during the hypothesis selection 
step of the algorithm. A sufficient number of accurate camera motion estimates may thus be 
generated in near-real-time, as long as the selection phase of the SLAM is able to identify these 
estimates as more likely than the others. 
 
The time performance of the conventional RANSAC approach is shown in Figure 5 (b). Its average 
time response is 7.23 seconds. Although the conventional approach is almost three times faster than 
the proposed approach, the proposed approach is still operable in near-real-time, and offers motion 
estimates with much greater accuracies.  
 
Based on the preliminary results shown above, it can already be said that the proposed approach can 
yield results with much greater accuracy than conventional ones such as RANSAC, given the 
conditions and the type of features with which the navigation system must deal. 
 
Although the number of camera motion estimates that need to be generated slows the algorithm by a 
factor of 3 compared to the conventional RANSAC method, it remains operable in near-real-time. 



Moreover, the percentage of high-accuracy estimates could be further increased at each time step 
while maintaining near-real-time capabilities by replacing the 7-point algorithm with a more 
accurate one, such as the 5-point linear visual pose estimation algorithm. 
 
5. Conclusion 
 
Addressing the need for robust pinpoint landing capabilities for small celestial body missions, this 
research proposes a robust probabilistic monocular navigation scheme based on the Simultaneous 
Localization and Mapping (SLAM) approach. This online navigation scheme provides attitude and 
position (or pose) estimates during the Approach, Descent and Landing phase, while simultaneously 
mapping the topography of the celestial body, and is meant to offer a solution to the navigation 
shortcomings of the Japanese mission Hayabusa, and to extend the capabilities of the spacecraft 
navigation system of the missions currently planned by JAXA, namely Hayabusa II and Hayabusa 
Mark II. 
 
This approach relies on combining data from a camera and a range sensor (e.g. LIDAR) in order to 
maintain several hypotheses of the most likely spacecraft pose and landmark position at any given 
time. In contrast with most previous works which used KF-based techniques to represent the scaling 
uncertainty over the landmarks and camera motion, the proposed scheme uses a two-stage Monte-
Carlo method to represent the population of all possible spacecraft motion between successive 
camera image pairs, and to represent the population of all possible scaling factors in order to 
express each motion in world-scaled coordinates.  
 
The Monte-Carlo method draws candidate camera motions by sub sampling the population of visual 
feature pairs, and using a linear visual pose estimation algorithm on these feature subsets. Although 
less accurate than non-linear optimization algorithms, results have shown that the use of a linear 
algorithm yields accurate estimates on a probabilistic basis, while allowing the visual navigation 
system to operate in near-real-time on currently available space-harden computer (i.e. with a CPU 
speed less than 200 MHz).  
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