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Abstract – The availability of accurate and timely state
predictions for objects in near-Earth orbits is becoming
increasingly important due to the growing congestion in
key orbital regimes. The Two-line Element Set (TLE)
catalogue remains, to this day, one of the few publicly-
available, comprehensive sources of near-Earth object
ephemerides. At the same time, TLEs are limited by their
corresponding low-fidelity physical models, introducing
errors and uncertainty into state predictions. Previous
literature has shown that filtering TLEs with batch least
squares methods can yield significant improvements in
long-term state prediction accuracy. However, this pro-
cess can be highly sensitive to TLE quality which can
vary throughout the year. It will be shown that remov-
ing systematic biases in along-track position prior to state
estimation can reduce post-fit position errors by an order
of magnitude for selected satellites in the Medium Earth
Orbit (MEO) regime.

I. INTRODUCTION

The rise of the “New Space” era, driven by the growth
in the number of commercial actors in the space domain,
has led to a significant increase in the near-Earth Resid-
ent Space Object (RSO) population over the past decade,
including year-on-year growth in the number of launches
and payloads [1].
The growth in the RSO population has been seen

primarily in the Low Earth Orbit (LEO) and Geostation-
ary Earth Orbit (GEO) regimes, therefore the majority of
these objects are concentrated into the same limited re-
gions. The risk of collisions between RSOs continues to
grow, highlighting the importance of improving the ca-
pacity and capabilities of Conjunction Assessment (CA)
systems. These systems are highly dependent on accur-
ate and precise state estimates to remain effective. With
future exploration and development, the cislunar envir-
onment will become increasingly relevant, underscoring
the need to understand various different orbital regimes.
Many operators have high precision state estimates

for their own spacecraft based on their own on-board
sensors, however they remain dependent on govern-
mental and commercial Space Situational Awareness
(SSA) organisations, and data sharing with other oper-
ators for state estimates of other objects. The financial
cost of these services mean that smaller operators and
academia remain reliant on publicly available sources,
primarily the TLEs published by the United States Space
Force (USSF).

One of the greatest advantages of TLEs is that they
are freely available for a significant proportion of RSOs
currently (and formerly) in near-Earth orbit. They rep-
resent an unparalleled source of data for RSO state vec-
tors. Nevertheless, they are subject to a number of limit-
ations which are difficult to overcome, primarily their
limited accuracy when predicting states. This is due
to the analytical models used by the format (SGP4 and
SDP4) which use simplified perturbation models with
limited fidelity [2]. This is despite the fact that TLEs
themselves are generated by fitting the models to higher-
order predictions made by direct Orbit Determination
(OD) [3]. Additionally, the lack of uncertainty inform-
ation for TLEs mean that their accuracy, even at epoch,
remains effectively unknown. The result is a widely used
data format with high availability across the orbital cata-
logue but with poor accuracy, making them unsuitable
for precision applications.
Previous literature has demonstrated that it is possible

to use TLEs in conjunction with higher fidelity orbital
propagators to produce more accurate state estimations
though Pseudo-Orbit Determination (P-OD). This is the
process of conducting OD on products which themselves
are the result of an OD process. Levit and Marshall [4]
conducted batch least squares fitting of a high-fidelity
numerical model to TLE pseudo-observations, improv-
ing state prediction accuracy in LEO from approxim-
ately 100 to 3000m/day to 50 to 200m/day. Vallado,
Bastida Virgili, and Flohrer [5] extended existing ana-
lyses by investigating the influence of different estima-
tion parameters, concluding that uncertainty was largest
in the along-track direction and that force model fidelity
had a limited impact on results. Bennett, Sang, Smith,
and Zhang [6] demonstrated that relatively simple bias
models can be used to improve TLE-based P-OD when
fused with Satellite Laser Ranging (SLR) data. Chen
and Lin [7] showed that fit prediction accuracy can be
improved by restricting sampling to within two orbital
periods of each epoch.
The limited fidelity of the SGP4 and SDP4 mod-

els was identified as an issue as TLEs became more
widely used, particularly when considering “the require-
ments and problems in modern space mission opera-
tions” [8]. This lead to the development of the SGP4-
XP model, a new algorithm for propagating TLEs with
greater precision, albeit with a reduction in computa-
tional performance [8]. An extension of SGP4 and
SDP4, this updated model includes improved geopoten-
tial and resonance modelling, higher order lunisolar per-
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turbations, a more detailed atmospheric model, and im-
proved Solar Radiation Pressure (SRP) modelling [8]–
[10]. It should be noted that TLEs using SGP4-XP, des-
ignated as Type 4 ephemerides, are not compatible with
the original SGP4/SDP4 model, nor vice versa [8]. This
is a product of the models being based on different av-
eraging theories and, hence, they correspond to different
dynamical systems.
Binaries for SGP4-XP are available from USSF; how-

ever, they do not publish compatible TLEs publicly.
Nevertheless, testingwith synthetically generated Type 4
TLEs has demonstrated significant improvements in pre-
diction accuracy for objects in the MEO and GEO re-
gimes [8]. One feature, particularly critical for P-OD,
is the “more realistic dynamics coming from the SGP4-
XP algorithm [yielding] a structure in the error which is
more Gaussian than that of the classical SGP4” [8]. This
includes a significant reduction in along-track error [9]
which is the primary component of classical TLE error.
Since Type 4 TLEs remain unavailable publicly, meth-
ods for reducing TLE biases remain an important area of
investigation for deriving higher precision ephemerides.

II. METHODOLOGY
A. TLE Sampling
Object states are represented in TLEs as a set of mean
elements (plus a ballistic coefficient) which correspond
to a specific averaging theory, in this case a development
of a theory originally developed by Kozai [2]. The oscu-
lating Cartesian state vector for a given object at a given
time can be calculated with simplified general perturb-
ation models used for the TLE format: SGP4 or SDP4.
The latter is used for orbits with a period greater than
225minutes, introducing deep space perturbations [11].
Occasionally, TLEs are re-issued for a given epoch

but with updated orbital elements. This results in TLE
data sets occasionally containing multiple TLEs at given
epochs. In these cases, it is assumed that the most re-
cently issued TLE is the most accurate, therefore a pre-
filter is applied to drop any older duplicate TLEs.
A globally-spaced sampling strategy, as used by

Levit and Marshall [4], was used to generate pseudo-
observations from each set of TLEs, as illustrated in
Fig. 1. The set of TLEs is sampled at equally spaced
intervals throughout the fit window. For a sample point,
the most recent TLE preceding it is used for generating

a pseudo-observation, switching over to the following
TLE when passing its respective epoch. The first TLE is
backpropagated for the sample points which lie between
its epoch and the start of the fit window.

B. TLE Smoothing

Sharp discontinuities in object state can be introduced
when transitioning between TLEs due to the updated or-
bital elements. Nevertheless, for many objects in MEO
and GEO, the dynamical model is sufficiently accur-
ate that the size of these discontinuities is relatively
small. Under the current implementation, no smoothing
between TLEs is conducted as it is not expected to have
a significant impact on fit quality.
Vallado, Bastida Virgili, and Flohrer noted that “TLEs

possess potentially wide variability” [5] in quality. For a
fit on a single poor quality TLE, this can have a signific-
ant impact on the performance of a fit with respect to the
truth. However, the influence of a single “bad” TLE can
be somewhat mitigated through the inclusion of multiple
TLEs in the fit window [5].

C. Test Satellites

Four test satellites were considered for initial testing:
both pairs each of the Laser Geodynamics Satellite
(LAGEOS) and Etalon satellites, as listed in Table 1.
These test satellites were designed for geodesy and are
covered in retro-reflectors which are designed to reflect
beams of light back to their point of origin [12]. These
allow ground-based laser systems to make highly precise
ranging measurements (typically at the centimetre level)
based on the two-way time-of-flight of laser pulses.
These test satellites were selected due to a number of

advantages: their altitudes (in MEO) which reduced the
influence of certain perturbations, such as atmospheric
drag which is effectively not present; their high mass-
to-area ratios which limited the effect of SRP; and, most
importantly, their role as geodesy satellites which meant
that accurate ephemerides were readily available for val-
idating fit accuracy.
“Ground truth” data for the test satellites was

provided by the International Lasing Ranging Service
(ILRS). Post-processed, high-precision ephemerides de-
rived from SLR is published via multiple channels, in-
cluding NASA’s Crustal Dynamics Data Information
System (CDDIS) and ESA’s Navigation Office.

Start EndTLE1 TLE2 TLE3 ... TLEN

Fig. 1. TLE sampling strategy.
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Table 1. Test satellites considered for P-OD.

Name NORAD ID SP3 ID Semi-major axis [km] Eccentricity [-] Inclination [deg]

LAGEOS-1 8820 L51 12270 0.005 110
LAGEOS-2 22195 L52 12160 0.014 52.6
Etalon 1 19751 L53 25500 0.002 64.3
Etalon 2 20026 L54 25500 0.002 65.6

D. Physical Model
Computational performance was an important consider-
ation as it is planned to extend this estimation process to
the entire TLE catalogue. It was decided to use a “min-
imal model” where model parameters were tuned to min-
imise complexity and computational cost without signi-
ficantly impacting the estimation process accuracy.
During initial testing, gravitational perturbations were

found to be the most critical, therefore a geopotential
model to account for the non-sphericity of the Earth, and
third body perturbations resulting from theMoon and the
Sun were included in the physical model. Several of the
perturbations used by Levit and Marshall [4] were dis-
carded, as listed in Table 2, as these have minimal impact
in the MEO regime.
Numerical testing was conducted to determine the

level of model fidelity required for effective P-OD of the
test satellites without incurring significant computational
cost. A convergence studywas used to evaluate the influ-
ence of geopotential degree and order on propagations,
using a high degree and order model (50-by-50) as a ref-
erence. It was found that a truncated 10-by-10 model
was sufficient to achieve less than 10m position error
after 30 days of propagation with respect to the 50-by-50
geopotential model, which is adequate for this analysis.
Similarly, solid tides were found to have a minimal ef-
fect on the satellites’ orbits. The test satellites’ altitudes
meant that the influence of atmospheric drag was vanish-
ingly small therefore a dragmodel was not included. The
influence of SRP was evaluated by comparing propaga-
tions with various reflection coefficients, in the range of
0 to 3, against a propagation without SRP. It was found
that the position error after 30 days did not exceed 20m,
even for the most perturbed case, confirming that the in-
fluence of SRP could be ignored for the test satellites.

Table 2. Comparison of perturbations with Levit and
Marshall [4].

Perturbation Levit and Marshall Author

Geopotential ✓ ✓
Solid tides ✓
Third-bodies ✓ ✓
Atmospheric drag ✓
SRP ✓

E. Trajectory Propagation
Cowell’smethodwas used to represent the perturbedmo-
tion of the satellites:

r̈ = − 𝜇
||r||3 r+ F(r, ṙ, 𝑡), (1)

where r is the position vector; 𝜇 is the gravitational para-
meter of the central body; and F(r, ṙ, 𝑡) is a vector func-
tion representing the non-Keplerian perturbing terms as
a function of position (r), velocity (ṙ), and time (𝑡).
Propagation, and later state estimation as discussed

below, was performed through the Orekit spaceflight lib-
rary [13]. A 10-by-10 truncation of the EIGEN-6S grav-
ity field model [14] was used for geopotential modelling.
JPL’s DE441 planetary and lunar ephemerides [15] were
used to generate state vectors for the Sun andMoonwhen
calculating lunisolar perturbations.
Numerical integration was provided by a Dormand-

Prince 8(5,3) integrator. This is a Runge-Kutta integrator
with built-in error estimation and step size control, and
continuous output [16]. For initial testing, the integrator
was initialised with minimum and maximum step sizes
of 0.1 s and 300 s, respectively, and a position error tol-
erance of 1mm.

F. Batch Least Squares
The batch least squares estimator considers the problem
of fitting a mathematical model to a set of observations.
In this case, the mathematical model is the numerical
model propagated to each observation time. The follow-
ing derivation summarises the method as described by
Vallado [17], and Tapley, Schutz, and Born [18].
The errors between the mathematical model and the

observations is expressed as a set of residuals:

b = y− y∗, (2)
= y− Ax, (3)

where b is the residual vector; y is the vector of
(pseudo-)observations; y∗ is a vector of predictions;A =
𝜕y∗/𝜕x is the partial derivatives matrix of the system, in
this case computed with finite differences as described
by Vallado [17]; and x is the decision vector, in this case
the initial Cartesian state:

x = ቈr0v0 , (4)
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where r0 and v0 are the initial position and state vectors,
respectively. In this case, the first pseudo-observation is
used to initialise the estimator as it is expected to be close
to the optimal solution. Since atmospheric drag and SRP
were not modelled, their corresponding parameters were
not included as part of the estimation process.
The estimation process is expressed as an optimisation

problem with the objective of minimising the sum of the
square of the residuals:

min
x
𝐽(x) = 1

2b
𝑇Wb, (5)

= 1
2 (y− Ax)𝑇W (y− Ax) , (6)

where 𝐽(x) is the objective function, andW is theweight-
ing matrix, a diagonal matrix containing weights to ac-
count for the expected observation noise:

W =

⎡
⎢
⎢
⎢
⎢
⎣

1
𝜎1 1

𝜎2
⋱

1
𝜎𝑛

⎤
⎥
⎥
⎥
⎥
⎦

, (7)

where 𝜎𝑖 is the standard deviation of the measurement
noise for the 𝑖-th observation variable.
It can be shown that the minimisation problem can be

expressed as the solution to a linear system [17], [18]:

x̂ = ൫A𝑇WA൯−1A𝑇Wy, (8)

where x̂ is the best estimate of the optimal decision
vector. Due to the non-linearity of the dynamical sys-
tem, the minimisation is iterated by re-linearising at each
solution. This iteration continues until convergence is
reached, in this case determined by the absolute differ-
ence between solutions reaching a set threshold.
The estimated covariance can be calculated based on

the partial derivatives and weighting matrices:

P = ൫A𝑇WA൯−1 , (9)

where P is the fit covariance matrix. The sample covari-
ance of the residual scatter can be used as an additional
metric for fit uncertainty.
Theweightingmatrix was defined using TLE noise es-

timates from literature, as presented in Table 3 in the Ra-
dial, Transverse, Normal (RTN) frame. The weights are
defined by standard deviations in inertial space, there-
fore for each epoch, the uncertainties were rotated from
the RTN frame to the inertial frame of the corresponding
pseudo-observation. The cross-correlation components
were ignored.

G. Fit Quality Evaluation
The primary metric used for evaluating fit quality and
prediction accuracy was post-fit position Root-mean-

Table 3. Mean TLE uncertainty in the RTN frame at
epoch, for “enhanced” TLEs released after
2013. Adapted from [19].

Type 𝜎𝑅 𝜎𝑇 𝜎𝑁
Position [m] 1.2 × 102 2.0 × 103 8.0 × 101
Velocity [m/s] 2.4 × 100 1.3 × 10−1 6.8 × 10−2

square Error (RMSE):

Δ𝑟RMSE = ඩ 1
𝑁

𝑁


𝑖
||r∗𝑖 − r𝑖||2, (10)

where 𝑁 is the number of samples; and r∗𝑖 and r𝑖 are the
predicted and true states, respectively, at the 𝑖-th epoch.
Covariances resulting from the estimation process

were compared by considering the size of the region of
uncertainty. The volume of the multivariate Gaussian
uncertainty distribution is that of an ellipsoid:

𝑉1𝜎 = 4
3𝜋 ൫𝜎𝑟,1൯ ൫𝜎𝑟,2൯ ൫𝜎𝑟,3൯ , (11)

where 𝑉1𝜎 is the volume of the 1-𝜎 position covariance
matrix; and 𝜎𝑟,1, 𝜎𝑟,2, and 𝜎𝑟,3 are the position standard
deviations in the principal axes, i.e., the eigenvalues of
the position covariance matrix.
As an uncertainty metric, we consider the equivalent

radius of the uncertainty ellipsoid, that is the radius of a
sphere with the same volume as the 1-𝜎 ellipsoid:

𝑅1𝜎 = 3ට൫𝜎𝑟,1൯ ൫𝜎𝑟,2൯ ൫𝜎𝑟,3൯. (12)

III. RESULTS
A. Parameter Sensitivity
A parameter sensitivity study was conducted to investig-
ate the influence of fit parameters on fit accuracy. Three
parameters were considered: the fit epoch, the size of the
fit window, and the the number of samples in the win-
dow. Permutations of fit epoch and fit window size with
a fixed number of samples, and fit epoch and sample size
with a fixed fit window size were evaluated by conduct-
ing fits, followed by a propagation for 30 days post-fit.
The results of the parameter sensitivity study for Et-

alon 1, throughout the year 2022, are presented in Fig. 2.
These plots illustrate the position RMSE achieved by a
fit at a given epoch (defined as the end of the window), as
a function of fit window size and sample size in Figs. 2a
and 2b, respectively. Similar results were observed for
all four of the test satellites.
The size of the window had a limited impact on the fit

accuracy, as illustrated by the limited variation in posi-
tion RMSE at a given fit epoch. Varying the number of
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(a) Varying fit window size for a fixed 100 sample points.

(b) Varying sample size for a fixed 10 day fit window.

Fig. 2. Position RMSE during the 30 days post-fit for Etalon 1.
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samples showed similar behaviour as the parameter had
limited influence on the position RMSE. The fit epoch,
however, appeared to be a significant driver for fit qual-
ity, visible at periodic banding of low and high position
RMSEs throughout the year. This banding results from
the presence of systematic biases within the TLEs affect-
ing the results of the fit process and, subsequently, post-
fit prediction accuracy.

B. TLE debiasing
Systematic biases in the TLEs were suspected to cause
significant variation in fit quality throughout the year.
Ly, Lucken, and Giolito [20] highlighted seasonal and
periodic variations in TLE quality, primarily affecting
the along-track component of the satellite’s position.
To demonstrate the concept of TLE debiasing, a sim-

plified sinusoidal model was proposed for estimating
along-track error:

Δ𝜃𝑇(𝑡) ≈ 𝑎 sin ቈ2𝜋𝑏 (𝑡 + 𝑐) + 𝑑, (13)

where Δ𝜃𝑇 = Δ𝑟𝑇/𝑟 is the transverse angular error; 𝑎, 𝑏,
𝑐, 𝑑 are the model amplitude, period, phase offset, and
mean offset, respectively; and 𝑡 is the time, in this case
defined as an offset from a given epoch.
The fitted parameters for each of the test satellites are

presented in Table 4 and the corresponding models illus-
trated in Fig. 3. The Etalon 1 and 2 satellites showed
good agreement with the model, with their respective
parameters; however, LAGEOS-1 showed slightly dif-
ferent behaviour with an additional longer term vari-
ation, while LAGEOS-2 showed a complete lack of
agreement with the simplified model.

C. Prediction Accuracy
The 30 day post-fit position RMSEs for 10 day, 100
sample fits are presented in Fig. 4. This includes results
both with and without TLE debiasing.
The four satellites demonstrated differing levels of

fit performance. LAGEOS-1 had the lowest posi-
tion RMSEs, remaining below 103m throughout the
year. Etalon 1 and 2 had RMSEs typically higher that
the LAGEOS satellites, remaining between 6 × 102 to
8 × 103m throughout the year. The respective RMSEs
of LAGEOS-1, Etalon 1, and Etalon 2 had similar beha-
viour, oscillating about a mean throughout the year with

a repeat period of approximately two weeks. LAGEOS-
2, on the other hand, showed a decreasing RMSE during
the latter half of the year, with peak RMSE reducing from
approximately 4 × 103m to 103m.
TLE debiasing had a significant impact on position

RMSEs for LAGEOS-1, Etalon 1, and Etalon 2 with typ-
ical reductions by approximately an order of magnitude.
The debiasing process also affected the smoothness of
the variation throughout the year. Sharper changes in
RMSE were visible, although some periodic features
were retained. The LAGEOS-2 fits remained largely un-
affected by the debiasing process, however this was ex-
pected due to the small amplitude of its error model.

D. Residual Covariance
The equivalent radii of the residual covariances result-
ing from fits of the LAGEOS and Etalon satellites are
presented in Fig. 5.
LAGEOS-1 had the smallest andmost consistent equi-

valent radius, constant at 50m other than for a small in-
crease during July. Etalon 1 and 2 had periodic variations
throughout the year in a band from 100 to 200m. The os-
cillations in uncertainty were correlated with each other,
showing similar frequency and phase. The equivalent ra-
dius for LAGEOS-2 reduced in the latter half of the year
from a 100 to 150m band to below 100m.
TLE debiasing appeared to have little effect on the

residual covariances of any of the test satellites. There
were no significant changes in magnitudes nor structure
with only small variations, in the order of metres, for
some fits of Etalon 1 and 2.

IV. DISCUSSION
The period of the along-track error model had signific-
ant agreement between LAGEOS-1, and Etalon 1 and 2
at approximately 27.5 days. This is very close to the
Moon’s orbital period (approximately 27.3 days), sup-
porting the suggestion that mismodelling of the Moon’s
third-body perturbation is a contributing factor to the
along-track error, as identified by Ly, Lucken, and Gi-
olito [20]. The mismodelling error may result from
either, or a combination of, the lunar ephemerides used
by SDP4 or a lack of lunar short-periodic terms. Prelim-
inary testing suggested that the envelope of lunar short-
periodic terms show similar magnitude to that of the
observed biases. The phase offsets also showed good

Table 4. Fitted parameters for the bias model, expressing time in days since midnight on the 1st January 2022.

Satellite 𝑎 [rad] 𝑏 [days] 𝑐 [days] 𝑑 [rad]

LAGEOS-1 1.41 × 10−5 27.5 6.82 × 10−2 −1.79 × 10−8
LAGEOS-2 2.28 × 10−6 26.6 −1.19 × 101 −4.00 × 10−6
Etalon 1 4.82 × 10−5 27.5 −9.17 × 10−1 −4.43 × 10−7
Etalon 2 6.75 × 10−5 27.6 −1.80 × 10−1 7.79 × 10−8
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Fig. 3. Transverse angular errors of TLEs with respect to SLR, with the data points and fitted models in grey and colour,
respectively.
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Fig. 4. Position RMSE post-fit for the LAGEOS and Etalon satellites as a function of fit epoch. Each fit window contained
100 sample points over a 10 day period.
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Fig. 5. Equivalent radius of the position residuals covariance matrix for the LAGEOS and Etalon satellites, calculated via
the volume-equivalent sphere. Each fit window contained 100 samples points over a 10 day period.
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agreement, varying by less than one day between the
satellites, suggesting that it may be possible to constrain
these parameters to constants across all of the satellites.
The main limitation of the along-track error model

was that it was not generalised for any satellite: model
amplitudes varied by satellite, and LAGEOS-1 showed
slightly different behaviour to the Etalon satellites. The
outlying behaviour of LAGEOS-2 raises the question of
whether other satellites will have similar behaviour, and
whether it is a direct result of the SDP4 model, the dy-
namics of specific orbital regimes, or additional non-
physical factors introduced during the TLE generation
process. Additional components of the state vector may
benefit also from debiasing: although not implemented
here, the radial velocity was found to have similar peri-
odic variations with respect to epoch.
The systematic variation in along-track error means

that the biases in successive TLEs are highly correl-
ated. The period of this variation is much longer than
the typical sizes of the fit windows, therefore the pseudo-
observations will have similar, correlated biases. In ef-
fect, the biased TLEs are representing physically accur-
ate and consistent orbits, however not matching the true
orbits of the satellites. The debiasing process reduces
the mean error of the pseudo-observations with respect
to the true state, however the noise remains unaffected.
This highlights that the covariance cannot be used as an
indicator for fit accuracy as it is unaffected by the biases.
Data-driven solutions, such as the simplified model

presented here or other machine learning methods [20],
are limited to the availability of “ground truth” data, such
as from SLR or post-processed pseudoranging, for train-
ing, validation, and testing. It is highly probable that
these models cannot be extrapolated to other satellites
nor are there accurate methods for testing this. Fur-
thermore, it is unknown whether these higher accuracy
products are used during the TLE generation process and
whether this means that these satellites have TLE sets
with differing characteristics.

V. FUTURE WORK
Although the simple sinusoidal model was effective at
debiasing TLE both Etalon 1 and 2, it required different
model parameters for each satellite and analysis includ-
ing an SLR-based “ground truth”. Future implementa-
tions will need to focus on providing a more generalised
solution, preferablywithout requiring SLR data to enable
its extension to the rest of the TLE catalogue.
The current analysis was limited to only four satellites

in MEO and may not represent general TLE behaviour at
these altitudes. There are additional test satellites avail-
able in this orbital regime with precision ephemerides
which could be used for further investigation, namely
Global Navigation Satellite System (GNSS) satellites.
These have similar orbits to the Etalon satellites, in terms

of semi-major axis, eccentricity, and inclination. Never-
theless, these satellites are active and able to manoeuvre,
which will need to be taken into account by any analysis
of their TLEs.
It is expected that TLE behaviour will be different in

LEO due to the changes in perturbations model, notably
the removal of lunisolar perturbations and SRP, but the
inclusion of atmospheric drag. A separate investigation
into the biases present in this orbital regime will be re-
quired. It is expected that the same systematic biases
seen with MEO test satellites will not be present, instead
replaced by issues with drag estimation.
Several of the limitations of batch least squares meth-

ods can be addressed by sequential filters; therefore,
these are the logical next step for improving TLE-based
P-OD. These types of filters lend themselves naturally
to solution updates as new TLEs are published by USSF,
and allow for physical parameters to be included in the
estimation process continuously, such as ballistic coeffi-
cient for LEO. It is proposed to use anUnscentedKalman
Filter (UKF), initialised with an initial state and covari-
ance from a batch least squares solution. Nevertheless,
it should be noted that both batch least squares meth-
ods and sequential filters will be susceptible to biases
in the pseudo-observations without the ability to detect
degraded estimates through the covariance. TLE biases
must be addressed before conducting any P-OD.

VI. CONCLUSIONS
Systematic along-track biases throughout the year were
identified as the primary limiting factor in the quality of
P-OD fits in the MEO regime. Mitigation of these biases
was demonstrated to be key for improving the quality
of higher precision ephemerides derived from TLEs. A
simple sinusoidal model for estimating along-track error
was effective at reducing the typical post-fit accuracy by
an order of magnitude for selected test satellites.
It has been shown that the covariance output from the

P-OD process cannot be used to evaluate the prediction
accuracy of a given fit. Uncorrected TLE-based pseudo-
observations in the MEO regime do not follow a Gaus-
sian distribution about the true state of a satellite, an as-
sumption required for many state estimation algorithms.
This results in fits which appear well correlated with
pseudo-observations but, in reality, are poorly correlated
with the true underlying state.
The TLE catalogue remains one of the few sources

of ephemerides for a significant proportion of RSOs in
near-Earth orbits. Until Type 4 TLEs are released pub-
licly for a critical share of the catalogue, a combina-
tion of debiasing and P-OD will be required for deriving
higher-precision ephemerides for many RSOs. The de-
velopment of generalised bias estimation models, cover-
ing multiple orbital regimes, will be crucial for improv-
ing TLE-based P-OD.
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