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Abstract - We introduce a novel neural ar-
chitecture termed thermoNET, designed to rep-
resent thermospheric density in satellite orbital
propagation using a reduced amount of differen-
tiable computations. Due to the appearance of
a neural network on the right-hand side of the
equations of motion, the resulting satellite dy-
namics is governed by a NeuralODE, a neural
Ordinary Differential Equation, characterized by
its fully differentiable nature, allowing the deriva-
tion of variational equations (hence of the state
transition matrix) and facilitating its use in con-
nection to advanced numerical techniques such
as Taylor-based numerical propagation and differ-
ential algebraic techniques. Efficient training of
the network parameters occurs through two dis-
tinct approaches. In the first approach, the net-
work undergoes training independently of space-
craft dynamics, engaging in a pure regression task
against ground truth models, including JB-08 and
NRLMSISE-00. In the second paradigm, net-
work parameters are learned based on observed
dynamics, adapting through ODE sensitivities.
In both cases, the outcome is a flexible, com-
pact model of the thermosphere density greatly
enhancing numerical propagation efficiency while
maintaining accuracy in the orbital predictions.

I. Introduction
The analysis of satellite trajectories, particularly when
influenced by the upper atmosphere, is affected by crit-
ical uncertainties. While precise models of our ther-
mosphere such as the widely used NRLMSIS from
the United States Naval Research Laboratory [1], the
Jacchia-Bowman (JB) [2], the Drag Temperature Mod-
els (DTM) [3], and the High Accuracy Satellite Drag
Model (HASDM) [4], have become standard in orbital
simulations, their significant discrepancies underline the
challenge of accurately estimating drag effects. In a re-
cent work by Yin et al. [5] quantitative measures of the

relative errors introduced by empirical atmospheric mod-
els are presented using as ground truth the density in-
ferred in the thermosphere from Swarm-C [6] orbital data
and show relative deviations as large as 300% and over-
all mostly larger than 20%. Inherent uncertainties in es-
tablished thermosphere models are thus significant, sug-
gesting that artificial neural modelling may be particu-
larly appropriate in this context. It is thus not surprising
that the idea of using an artificial neural network to rep-
resent the density in the thermosphere has been intro-
duced and studied in the recent past in several different
works [7, 8, 9, 10], producing a plethora of neural models
able to directly predict the density in the thermosphere
or to correct existing models.
In this work, we introduce a novel neural architecture,
an implicit neural representation [11] we call thermoNET
which is revealed to be able to achieve high accuracy in
reproducing thermospheric empirical models while only
using a limited number of learnable parameters. The
compact size of the resulting networks is essential for en-
abling their utilization in space flight mechanics applica-
tions, including orbital decay studies, re-entry analysis,
and long-term debris population analysis. The guaran-
teed asymptotic behaviour of thermoNETs (as the alti-
tude grows to infinity) is also an important property that
avoids numerical issues when using the model outside its
training bounds. Moreover, the inherent differentiability
of our neural representation allows the automated deriva-
tion of variational equations, hence of the state tran-
sition matrix, and facilitates its integration with mod-
ern numerical techniques, such as Taylor numerical inte-
gration [12], differential algebra tools [13], and the neu-
ralODEs approach [14], thus offering additional advan-
tages in terms of computational efficiency and overall
capabilities of orbital propagation.

II. Results
A. thermoNETs: a differentiable atmospheric model

A thermoNET takes geodetic coordinates of a point in
the thermosphere and selected space weather indices as



Fig. 1: Thermonets at a glance. A lightweight artifi-
cial neural network transforms geodetic coordinates and
space weather data into the predefined air density model.
The network parameters are learned via backpropagat-
ing the error via two distinct learning pipelines: a) to
match some ground truth model (regression learning) or
b) to match orbital observations (neural ODE learning).

inputs, yielding the corresponding air density at that lo-
cation. Our proposed architecture, illustrated in Fig. 1,
employs a straightforward linear combination of expo-
nential terms reminiscent of isothermal altitude trends.
The adjustment of the model parameters to account for
latitude, longitude, and solar weather effects is dele-
gated to a lightweight feed-forward neural network. Re-
cent advancements in neural modeling, such as Neural
Implicit Representations [11], Physical Informed Neural
Networks [15], and DeepONets [16], have demonstrated
the impressive representation power of neural models in
real-world applications. These approaches extend be-
yond universal approximation theorems, providing in-
sights into the necessary network size and complexity.
Building on these ideas, our thermoNETs incorporate
certain aspects of thermosphere physics directly, but they
achieve this without relying on integro-differential opera-
tors. Instead, our approach involves forcing a functional
form, related to underlying physical models, where the
important parameters are then represented neurally. The
incorporation of physics into the resultant model distin-
guishes thermoNETs from some of the prior works ex-
ploring neural models in analogous contexts [7, 8, 9, 10].

Most of these prior efforts have yielded more intricate
architectures, applicable within narrow altitude ranges,
and lacking guarantees on the asymptotic behavior of
the represented density. These limitations restrict sub-
stantially their broader applicability. In contrast, our
thermoNETs favor simplicity, utilizing fewer than a few
thousand parameters and guaranteeing vanishing values
for the density � as the altitude approaches infinity. They
demonstrate efficacy across a broad altitude spectrum,
spanning from 180 to well beyond 1000 km, and exhibit
relative errors limited to a few percentage points when
compared to the ground truths they seek to reproduce.

Some aspects of the thermosphere physics are included
explicitly by assuming the following functional form for
the density as a function of the altitude h:

�(h) =

3X
i=0

�i exp(��i(h� i)) (1)

where the sum of exponential terms resembles isothermal
contributions. The chosen functional form allows it to
fit well, at fixed longitudes, latitudes, and space weather
parameters, the variation of the air density with the alti-
tude in the thermosphere as highlighted in Fig. 2. In the
figure we have generated data using the NRLMSISE-00
model and obtained, at several values of geodetic longi-
tude, latitude, and space weather parameters, the val-
ues �N of the Earth’s atmospheric density from 160 to
1600 km. In each case, we fitted the functional form in
Eq. (1) and plotted it against the ground truth together
with the relative error introduced by the fit defined as

err = j���N j
�N

. Starting from altitudes larger than 180km
the discrepancy with the NRLMSISE-00 model is well
below 1% most of the time.

A thermoNET models the atmospheric density using
Eq. (1), where the coefficients �i; �i and i are con-
structed from the output of a small feed forward neural
network N�(�; ’;DOY; SID;Sw) receiving the geodetic
coordinates �; ’ as input (see Appendix A for a defini-
tion of a differentiable geodetic coordinate transforma-
tion), as well as the day of year (DOY), the seconds in
day (SID) and space weather parameters, here indicated
generically with Sw.

B. Datasets
While in this study we primarily focus on the widely
used empirical models NRLMSISE-00 (NRL00) [1] from
the United States Naval Research Laboratory and the
Jacchia-Bowman [2] (JB08) model as target densities,
our approach can equivalently be used with any other
data source. Both models, to compute a density � in
a point of the thermosphere, require the geodetic coor-
dinates h; �; ’, the epoch and space-weather information



Fig. 2: Left: Ground truth (NRLMSISE-00), and model predictions fitted assuming a fixed longitude, latitude, and
solar weather. Each case corresponds to an independent fit of the coefficients in Eq. (1) and the continuous line
represents the ground truth, while the overlaid markers represent the fits. Right: relative error introduced by the
fits. All interesting cases (above 180km) are mostly well below a 1% error as highlighted by the dotted line.

denoted by the symbol Sw. We generate two comprehen-
sive databases of air densities DNRL00 and DJB08 using
both these empirical models. To construct the databases,
we sample the geodetic longitude � and geodetic latitude
’ on a uniform 100x100 grid. For each obtained point,
we randomly select an epoch within the years 2009-2022
and extract the corresponding space weather data as pro-
vided by the US National Oceanic and Atmospheric Ad-
ministration (NOAA). Subsequently, utilizing the values
of �; ’, and Sw, we compute the density � at 100 alti-
tudes within the range of 180 to 1000 km, sampled at
100 points on a logarithmic scale as to favor low alti-
tudes. The resulting databases contain 1 million points,
representing a diverse range of epochs, and space weather
conditions, and covering the selected altitude range glob-
ally. To provide an indication of the accuracy expected
when utilizing empirical models to predict density values
within the range considered, we report the average rela-
tive difference between JB08 and NRLMSISE-00 on the
constructed dataset to be approximately 72%.

C. Learned models

As previously noted, the dependence of the density on
altitude is well captured by Eq. (1), which is then en-
forced in the thermoNET modelling. We thus train
two feed-forward neural networks NNRL00 and NJB08

on each of the two datasets produced to predict the val-
ues of �i; �i and i, which are then fed into Eq. (1)
to compute a predicted density �̂ and hence the loss

L = 100
N

PN
i=1 j�i � �̂ij=�i. Details on the exact defi-

nitions of the attributes used and the network outputs,
as well as details on the training procedure, can be found
in the Appendix B. Both networks, as outlined in Tab. 1,
share a similar structure, differing only in the dimension
of the input layer which is aligned with the specific space
weather indices considered by the corresponding empiri-
cal model. With fewer than a few thousand parameters
(roughly two orders of magnitude less than comparable
models in [8]), they adeptly approximate the target den-
sity with errors limited to a few percentage points.

As a first comparison, we utilized our datasets to
train two additional neural architectures, denoted as
Ks and Kb, directly predicting the density through a
feed-forward neural network (FFNN), akin to the ap-
proach employed in the thermosphere neural models im-
plemented in the open-source Karman software1, devel-
oped by Trillium Technologies in collaboration with the
Heliophysics Division of NASA. We trained a small net-
work, matching the number of parameters of thermoN-
ETs experiments, as well as the training setup: we used
in both cases 2,000 epochs, decreasing the learning rate
from 10�3 to 10�4 after 1,000 epochs. Moreover, we also
trained a much larger network, mirroring the dimensions
of the bigger ones presented in [10]. In the latter case,
as expected, we were able to surpass for example, the
performance levels of NNRL00 as it achieved final rel-

1https://github.com/spaceml-org/karman



Fig. 3: Prediction (diagonal) and distribution of the absolute percentage difference between models (off-diagonal)
at an altitude of 400 km and on the 22nd of April 2018 at 5:13:35 (GMT). The mean is also indicated. The ability of
the neural models to approximate well atmospheric trend is evident as the error associated is one order of magnitude
smaller than the difference between models.



n. parameters average rel. err (L) max rel. err layers dim dataset
NNRL00 1804 2.17% 32.93% 10x32x32x12 DNRL00

NJB08 1996 1.43% 21% 16x32x32x12 DJB08

KS 1977 3.88% 78.18% 11x38x38x1 DNRL00

KB 257,001 0.98% 15.45% 11x500x500x1 DNRL00

Tab. 1: Details on the thermoNETs developed (NNRL00, NJB08) and networks directly predicting the density as
output (KS , KB), thus not enforcing Eq. (1).

ative percentage errors of about 0.98%. However, and
most importantly, in the other case a significant deterio-
ration of the mean average percentage error was observed
(from roughly 2.17% of the physics-informed structure
to 3.88%), confirming the intuition that informing the
network with the physics model in Eq. (1) helps with
the model accuracy, allowing the training and network
parameters to ignore the altitude and focus solely on re-
producing the other dependencies.

A further test was made comparing the networks in-
ference time to the computational time of the original
empirical atmospheric models. Without going into much
details, we report that in all tests performed, we observed
how the neural models consistently offered a significant
speed increase (largely exceeding a factor two). The im-
provement in computational speed is to be attributed to
the network’s small size resulting in a significant com-
pression of the original models.

Finally, we validate our models on test data generated
independently from the datasets D. To do so we tested
them at specific altitudes, epochs, and space weather
conditions computing the quality of the reconstructed
thermospheric density over the whole range of latitudes
and longitudes. In Fig. 3, we show the results for the
case of an altitude of 400 km and the epoch 22nd of
April 2018, 5:13:35 (GMT). The high quality of the re-
constructed densities is confirmed, as well as large differ-
ences between empirical models.

III. Exploiting differentiability

A thermoNET possesses distinctive properties that set
it apart from prior attempts at neural modeling of the
thermosphere. These include its compact size, its physi-
cally informed nature (as evidenced by Eq. (1)), and the
guarantees on its asymptotic behavior. These properties,
coupled with the inherent differentiability of the model,
open up avenues for applications that would otherwise
be unattainable or less effective. In the subsequent two
sections, we provide brief introductions to two such ap-
plications and present preliminary demonstrations of the
anticipated advantages.

A. Taylor integration
The Taylor integration technique [17, 18] stands out as
one of the most efficient numerical schemes for orbital
propagation. Recent advancements in computer imple-
mentations [12, 19] have largely overcome the challenges
associated with its use, automating the manipulations
required to develop such integrators. However, the tech-
nique still encounters limitations in cases prevalent in
space flight mechanics where non-differentiable terms ap-
pear on the right-hand side of the differential equations2.
In instances where non-differentiable terms are present,
a solution to allow the use of the Taylor method involves
creating a neural representation of the non-differentiable
terms and leveraging it to construct the Taylor inte-
gration scheme. This approach was introduced in [20],
where a Taylor integrator with event detection was de-
veloped for dynamics incorporating complex geometri-
cal eclipse conditions. Similarly, the thermoNETs de-
veloped in this study facilitate the incorporation of the
non-differentiable NRLMSISE-00 and JB08 models. To
illustrate the advantages, let us consider a satellite un-
dergoing Keplerian motion perturbed by thermospheric
drag. Its dynamics is described by:

v̇vv = � �
r3
rrr � 1

2

�

Cb
vrvvvr (2)

where the thermospheric density is indicated by �, the
ballistic coefficient with Cb and the spacecraft relative
velocity to the thermosphere with vr. For our bench-
mark, we will ignore complicated wind profiles and thus
set:

vvvr =
drrr

dt
�!!! � rrr =

�
dx

dt
+ !zy;

dy

dt
� !zx;

dz

dt

�T
where !!! is the Earth’s angular velocity around its spin
axis. Using these equations of motion, we perform

2It is worth noting that from a strictly mathematical point of
view the notion of differentiability, in the systems here considered,
is generally satisfied almost everywhere. We here consider differ-
entiability also from a computational standpoint. This pertains to
the feasibility of natively performing automated differentiation on
space flight mechanics code.



Fig. 4: Altitude trends along various numerical propagations of VLEO satellites where the thermospheric density
is represented by a) the NRLMSISE-00 empirical model, b) the thermoNET NNRL00, or c) a fit accounting only
for altitude dependence. For all practical purposes the thermoNET yields equivalent numerical results.

several numerical orbital propagations of satellites in
VLEO computing the thermospheric density � using the
NRLMSISE-00 empirical model as well as NNRL00. The
VLEO are assumed circular and have starting altitudes
of 250; 300 and 400 km. For each altitude, we consider
both a highly inclined (85 deg.) and an equatorial start-
ing condition. In the case of NRLMSISE-00, where the
model lacks differentiability, we resort to the Dormand-
Prince numerical scheme for numerical integration. How-
ever, for the fully differentiable model NNRL00, we opt
for a Taylor integration method, implemented in the
Heyoka open-source software [20]. The observed speedup
(larger than one hundred, see Tab. 2) can be attributed
to the combined advantages of the rapid inference time
of thermoNETs and the utilization of the Taylor scheme
[20]. To distinguish between these two effects, we re-
port in the table one additional experiment measuring
the propagation time using the Dormand-Prince scheme
while evaluating the thermosphere density with the ther-
moNETs.

In Fig. 4 we report the altitude trends during the prop-
agation as computed for all cases considered. The vanish-
ingly small error introduced when using the thermoNET
is a further validation of the thermospheric models pro-
duced.

B. NeuralODEs training
We here use the term NeuralODE to indicate a set of
Ordinary Differential Equations (ODEs) where the right
hand side contains an artifical neural network. The term
was coined in 2018 [14] and has since been widely adopted
in various contexts. While there is not any formal differ-
ence between the theory of parametric ODEs and Neu-
ralODEs, the presence of a neural network allows to use
the universal approximation theorem [21] to expect a
great practical flexibility of the resulting system. In our
case we consider the dynamics in Eq. (2) where the ex-
pression of the density � = ���� is defined through a neu-
ral model parameterized by � (e.g. weights and biases).
Thanks to the differentiability of the neural model we de-
rive, in an automated fashion, the variational equations
and thus obtain the augmented system:8><>:

ṙrr = vvv
v̇vv = f(rrr;vvv; t) = � �

r3rrr � 1
2
����
Cb
vrvvvr

’̇’’ =
h
@fff
@rrr ;

@fff
@vvv

iT
’’’+ @fff

@���

(3)

where ’’’ =
�
@rrr
@��� ;

@vvv
@���

�T
is the gradient of the trajectory

with respect to the ODE parameters and can thus be
used to adjust them, via some form of gradient descent,
and minimize a loss representing the deviation of the


